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1¾ S~ABSTRACT

Finding overall system effectiveness from a multicriterion

environment using SAM wear:on systems as an example, is the

purpose of this thesis. SAM weapon systems were rated by four

groups of experienced individuals, and judged overall system

effectiveness for each system was calculated using the Con-

stant Sum Scaling Method. Multiple regression analysis was

then used to establish a functional relationship between over-

all system effectiveness and weapon characteristics (including

missile price). It was concluded that there were no signifi-

cant differences among the judged results in the four groups,

nor between judged and functional overall system effectiveness.
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I. INTRODUCTION

A measure of effectiveness (MOE) is a correlate, an esti-[1mator, or a prcdicter of true value. It is used to find out

how well an existing system works, or to find out what an

existing system is worth compared to other similar systems.

A MOE can be used to make an existing system work better, or

to design, select, and prepare to operate future systems so

that they will achieve a higher performance. A MOE should be

operational, measurable, analytically tractable, and able to

support decision making [l1].

The MOE of a weapon system is an important, if not one of

the most important aspects of military planning. "Which

I. system is most effective?",~ "how much better is one weapon

system than another among similar systems?", "what effect

will a change in a major characteristic of the system have on

the overall MOE of the sy-stem?", are questions that have to

be answered before any final decision can be taken about

which weapon system to buy.

In this paper Surface to Air Missile (SAM) weapon systems

are chosen to illustrate one methodology used to answer such

questions. A structured relationship between MOE's obtained

from military experts' judgments, and major system charac-

teristics will be developed, so that experts' judgments will

9
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not necessarily be required when the performance of similar

systems are to be assessed in the future.

Chapter II will give the research approach (and what's

unusual about it). Chapter III will cover 'he :.oncept and

the general experimental procedure. The chapter will discuss

I the choice of the major SAM characteristics, and how necessary

data was collected. Selection and grouping of judges will

..1'-o be outlined. The content of Chapter IV is an introduc-e, 1
tion to the Constant Sum Scaling Method, and the use of the

method to compute the overall system effectiveness for each

wea,,•n system, within each selected group of judges.

\ fuictional relationship between the system effective-

ness ad the system characteristics will then be established

in Chaptvr V using multiple linear and nonlinear regression

analysis. Major conclusions, observations, and recommenda-

4• tions will be given in the final chapter.

i4 1
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II.. RESEARCH APPROACH

An MOE is normally used together with a concept or model

of a system of operations (characteristics for SAM weapon

systems in this study). Combining individual MOE's for each

operation (characteristic) into an overall system effective-

ness is not a trivial problem. The usual approach is to find

some linear or nonlinear combination of the individual MOE's

that will give an overall MOE for the entire system of opera- j
tions. The equation obtained from the best combination will

give an estimate of the overall system effectiveness. There

is however no way the obtained estimator can be tested because

the true overall system effectiveness is indeed unknown.

A different approach, that attempts to find an equation

that

(i) tends to reflect that way decision makers are
thinking, and

(ii) can be tested,

is the main purpose of this paper. In Chapter IV an overall

judged system effectiveness value will be established for

each of seven SAM systems, independently of any linear or

nonlinear combination of individual MOE's. Then in Chapter

V, these judged overall system effectiveness values will be

compared with least-squared error models of the individual

iiI
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MOE's (characteristics). The difference between the two

independently obtained overall system effectivenesses is then
2

reflected in the least-squared error (SE = (S - S) ), which

is a good measure of the accuracy of the candidate model.

A methodology has thus been established that allows testing

of the overall system effectiveness models. This area of

analysis is found under various titles, but is most often

referred to as Policy Capturing [Z]. For the purpose of this

paper, judgement modelin& will probably be a maore consistent

terminology.

It must be emphasized that this paper will estimate the

overall system effectiveness of SAM weapon systems by measur-

ing and judging only selected operational charactgristics

and missile prices. Other elements of combat that are of

equal or greater importance will not be reflected in this

research. It should thus be recognized that the applied

methodology has substantial limitations.

12
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III. EXPERIMENTAL DESIGN

This chapter describes the general concept of a func-

tional relationship between independent and dependent

variables, or in other words, between individual weapon

system characteristics (MOE's) and judged overall system

effectiveness, respectively. Another purpose of the chap-

ter is to demonstrate how data was collected, and further

to discuss selection of weapon systems and characteristics,

using SAM weapon systems as example.

A. CONCEPT

One problem to be solved in this paper is how to find a

function that can estimate one set of dependent data (over-

.all system effectiveness) from another independent set of
'A I data (system characteristics). This concept is notationally

expressed in Figure 1, or i± expressed in matrix notation

as:

S 1 X ~ m ) ( 1 )

4"13

t 
13



Instance Estimated Values Function Independent
For Independent Variables Known
Variables Values

As11 Xl12 - -lm
A

2 S X -- X

F

n-1 Sn X.~, X
ýK- A

nnSn1 n2 - nm

Figure 1
Functional Relationship [3: p. 53]

The above model (relationship) has n. systems or in-

stances, and thus n overall system effectivenesses have to

be estimated. Mathematically each estimated value would

then be noted:

ASi F (Xil Xi2 - X m ; i = 1,2, -- , . (2)
S. ilFlX i2l im

B. GENERAL OUTLINE
Figure 2 illustrates how the experimental procedure is

divided into three separate sections. A detailed dis-

cussion of Section I will be covered in this general outline,

while Sections II and III (scaling to determine overall sys-

tem effectiveness and determination of the functional rela-

tionship between overall system effectiveness and system

characteristics) will be discussed in Chapters IV and V

respectively.

14
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1. Selection of a Weapon System and Its Major

SAM weapon systems were chosen to illustrate the

methodology of finding overal'. system effectiveness of

weapon systems. In order tc avoid using classified data,

well-known systems that unconsciously could change their

judgngseven fictitious SAM weapon systems (A - G) were

desined.Real-life systems were thoroughly studies to

makethedesigned systems as realistic as possible. The

primary operational mission was chosen to be point-to-

point defense with area defense as a secondary mission.

Selection of weapon system characteristics proved to be
more complex than imagined. There are of course, a large

variety of characteristics that affect the effectiveness of

a weapon system. The fact however that some characteris-

tics differ very little among different systems made the

choice a little easier. These characteristics could be

excluded because they would not make any significant

changes in the analysis. Finally, the following four SAM

$weapon system characteristics were selected together with

missile price:

X kill probability of a single shot

X 2 reaction time (seconds from detection to missile
launch)

X 3 max efrective range (in kin)

16



Y 4 :average missile speed (in mach)

x : missile price (in 10,000 of dollars).

The operational aspects together with the purchase4

price of new missiles were considered as the most important

semblance to this study, and were thus the main reason

for the choice of the above characteristics. Other charac-

teristics like mobility, missile guidance, and system
maintainability are all important characteristics, but were Al

considered less operationally significant. In addition, it

would be difficult to obZain useful numerical values for

each of them due to lack of standard measurements. The -

characteristic values describing the seven fictic SAM

weapon system are shown in Table 1.

2. Selection of Scaling MethodI
Many scaling methods could be used to obtain system

effectiveness by judges using data from Table 1. Numerical

evaluation, ordinal, categorial judgement, or t.he ConstantI

Sum Scaling Method could all be used. In this study it is

however a question about judging how much better one system

is than another. A ratio scale that can be used directly

for comparison of the two systems is thus necessary. Judg-

ments are further required on a rather high-level scale so

only modest computational efforts (not time consuming) are

needed. The number of systems to be compared is also rather

moderate. Among those scaling methods available the ConstantI

Sum Scaling Method seems to be one that fits the purpose of

this study.
17
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3. Selection of Ju~iges

A
There appears to be no rule or standard for desig-1

nating individuals as "experts". Officers with a good

t heoretical and practical background on SAM weapon systems

proved to be hard to find,~ The chosen approach was there-

fore primarily to use the resources already available at the

Naval Postgraduate School (NPS) in form of its officer '

students. A questionnaire was sent out to every Navy line

officer with experience from surface-ships, and to every

naval aviator. A4 total of 450 questionnaires were distri-1

buted at NPS and 112 were completed and returned. Of those,]

51 were from line officers with experience from SA weapon

system. Later in the study these 51 responses will be

referred to as Group 2. An additional 13 questionnaires

were received from officer students having exceptionally good

theoretical and practical background (Army, Air Force, orI

Naval officers with air defense (AD) billets, or with AD

department head experience). Ten questionnaires were also

completed and returned from the US Army Air Defense School

at Fort Bliss, Texas, and 15 were received from the Royal

Norwegian Air Defense Academy. All together this makes an

additional group later referred to as Group 3, with 38 indi-

vidual answers, considered to be the real experts' judgments.

By combining all the obtained data, a fourth group with 137

completed questionnaires was established.

19



Having grouped the answers the above way, a wide

variety of analytical judgments are covered. It was anti-
A

cipated that Group 1, the naval line officers, would pro-

bably consider primarily the defensive aspect of the missile

systems, and Group 2, the naval aviators, would equally

probably consider primarily the offensive aspect. Group 31

would hopefully, being at a high level of experience,

judge both the defensive and the offensive aspects.

4. Preparing the Questionnaire

Questionnaires employing the Constant Sum Scaling

Method tent to be lengthy because n x (n - 1)/2 judgments

have to be made (n being number of instances) [4] . In this

study 21 pairs have to be judged. This requires a quick,

easy and accurate method to compare two SAM weapon systems

by their characteristics, and judge how much better one is

than the other. Within each of the 21 pairs, the judges

will be asked to make ratio scale judgments by splittingI

100 points in term of the relative overall effectiveness of

the two SAM weapon systems. For example: A 80 B 20 if

the judge considers system A has four times the overall

'1system effectiveness as system B, or: A 50 B 50 if the

~' ' judge considers system A to be equally effective to system

4 B. The questionnaire is displayed in Appendix A.

So far in this paper, seven SAM weapon systems with

five characteristic values have been chosen as a data base.

A scaling method has been selected, and a population of

20



judges identified. Questionnaires have been sent, and

answers have been collected. The next chapter will evaluate

the information obtained from the judges, and establish

weapon system within each of the four groups, using the

Constant Sum Scaling Method.

21
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IV. COMPUTATION OF SYSTEM EFFECTIVENESS

Having collected all necessary data, the next step is to

compute the overall syst(e-m effectiveness, and to compare the

results obtained within each of the four groups.

A. CALCULATION OF THE OVERALL SYSTEM EFFECTIVENESS FOR
EACH WEAPON SYSTEM WITHIN EACH GROUP USING THE
CONSTANT SUM SCALING METHOD [5: pp. 105-116]

The Constant Sum Scaling Method is designed to scale a

property having either a natural origin or an origin upon

which judges agree [4]. The values sought and obtained in

this study will be the system effectiveness values for each

weapon system obtained from each group, labeled Sik;

i a A, --- , G; k n 1, --- , 4; such that for example SF3 will

be system effectiveness obtained for Weapon System F from

judgment Group 3. Each judge has been asked to make a ratio

scale judgment by splitting 100 points within a pair of in-

stances (weapon systems). If n were the number of instances,

a total of nx (n,-1)/2 pairs had to be judged.

Let aij be the notation used to represent the number of

points a judge gives to instance j when it is compared to

instance i. For each judge the n x (n-l)/2 responses can be

arranged in a matrix A where cross diagonal elements sum to

100 and where all diagonal elements (representing instances

compared to themselves) are 50. If there were p judges all

22
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JJ

together, a new matrix [, being the average of all the indi-

vidual response matrices, could be constructed with elements

being

PE a i

The next stepis to compute a new n x n matrix W with

elements Wi (4)
a. ji

In W, cross-diagonal elements will be reciprocal to each

other and diagonal elements will have the value 1. "Each I

element Wij provides an estimate of the ratio of two of the j
scale values we are seeking, S. and Si, an,.L ,e could write

Wij -estimate of

S.. = Scale value of instance "p
Scale value of instance i [4: p. 3].

Since there are more estimates (21 Wi's) than there

are instances (seven weapon systems) to be estimated the

solution given in the W matrix will be overdetermined. One

could for example compare systems A and B in (n - 1) dif-

ferent ways:
10 i

SWAB and iA ; i C,D,E,F,G, where in general
WiB

W.WiA
WAB "

23



To resolve this multiple estimate problem a least squares

approach over the estimates may be used. If the estimation

is perfect we would have

S.
WI (5)

and by taking the natural log on both sides we get

in W - (in S. - In Si) 0 0. (6)

To get as close as possible to this perfect solution we want
(in W ij - (In S. - in Sij) to be as small as possible for

each pair of instances i, j. In other words we want to find

the values for SI, 1S2 --- , Sn that minimize

n n 2i]Q ii' = [in W. - (inS. - lnS)](7)
i-i j=l 1J 31

or

n n 2
Q = iiJ-- [(ln Wi .) 2 x inWi x inS. + 2 x inW x S.

+ (inS)2 2 x inS lnS + (inS)

In order to minimize Q we take the n partial derivatives with
respect to S., j * 1,2, --- ,n, and set them equal to zero.

24



Thus,

n n 2 x in W. xlnS. 2ixnS.r • - s sjs. lI-0, i
3 i-i j-1 a

nf L [ - in W. + InS. - InS] 0, and
i-i j-1 1

n n n n n n
Z E inS - Z Z nW. . Z inS.,

i-i jul J i-i jul • i-l j-l 1

which finally gives a new set of equations,

n n
D iW.. W in S.

l S a i •I -J i =1 +. ; j l ,.- n .(8)inSj - i n 1

¶

In order to give a solution entirely in terms of the I

observed W it is necessary to specify a unit for the

scale value. There will be no loss in generality if the

average of the natural logs of the scale values are set at

zero, or

n
Z ln Si

=n0.n

This gives a simple algebraic expression for the least-

squares estimates of the scale values, namely,

|2

>7-mm,* .



n
Z n W..

in Sj i=l 1
n ; j 1,2,---,n, (9)

or alternatively by taking the antilogarithms,

n I/n
S. [ r ; j (,--10)i=l wi ,.(0

The scale value of instance j, Si (overall system effective-

ness of weapon system j), as derived from the least squares

method is simply the geometric mean of the jth column of the

W matrix. i
The Constant Sum Scaling Method has now formally been

established. Applied on the judged data it gave K and W

matrices for each group (Appendix B). I
The values for the judged overall system effectiveness,

as shown in Table 2, were obtained from Equation (10).

Table 2 I

Overall System Effectiveness

Weapon Group 1 Group 2 Group 3 Group 4System
S1.906 2.025 1.707 1.892
B 0.559 0.612 0.559 0.577

1.435 1.442 1.490 1.452
D 0.939 u.887 0.977 0.931

E 0.510 0.502 0.525 0.510
F 1.243 1.115 1.212 1.188

G 1.102 1.126 1.137 1.120

26
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Table 3 gives a rank order of the judged overall system
effectiveness within each group.

Table 3

Rank Order of Overall System Effectiveness

Group 1 Group 2 Group 3 Group 4

A A SA A

S S S S

SF SG SF SF

G -F G SG

SD SD SD SD
SB SB BSB SB
SE SE SE S

All four groups of judges rank the different SAM weapon

systems overall system effectiveness in the same order, with

exception of S and S that changed places. The values

of S and Sf do not however differ significantly for any of

the groups(differences between 0.011 and 0.141), which

probably makes it difficult to conclude that System F is
substantially different front System G in overall effective-

ness.

27
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It should be noted that the top expert group (Group 3)

1 gave the highest ranked system (System A) its lowest score

among the groups and the lowest ranked system (System E)

its highest score among the groups. In other words it seems

like the most experienced judges were the ones to be most

graphical picture of the results summarized in Table 2.

11aving established judged overall system effectiveness

values (JOSE), the next step is then to find a functional

I relat~ionship between the JOSE and the system characteristics,

a functional overall system effectiveness (FOSE). This will

be the content of the next chapter.1

41
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Range; Overall System Effectiveness

2,000 SA2

A •S.1 SA4

-SA3

" cz C*- SCII, SC2

SF1

-1,000 . ., 3°I " in SO1" SD4
"' ... -SD2

- •S82 5S8 4 s

sI , "-" , , B,58

M SG 2 .. -- _ ,E3SSE1, SE4

SGIO, 000-- ---- E

0,250-

Fig. 3, Graphical representation of the overall grouped
system effectiveness.
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V. FUNCTIONAL RELATIONSHIP

In the previous chapters overall MOE's for the seven SAMI

systems were determined within each group of judges. In this

chapter a functional relationship between overall-, grouped

system effectiveness and system characteristics, as seen in

Table 4, will be sought using linear and non-linear multiple

regression.

A. FUNCTIONAL RELATIONSHIP BETWEEN OVERALL SYSTEM
EFFECTIVENESS AND SYSTEM CHARACTERISTICS

An APL computer program named "REGRESS" taken from

0A3660 APL workspace, Public Library Number 2 at the Naval

Postgraduate School [6: p. 103] will be used throughout

the functional analysis. "REGRESS" does a multiple regres-

sion analysis, relating the dependent variable S for over-

all syste'ri effectiveness to the independent variablesI

X1to Ea fr system characteristics. The outputs, as seen

in Appendix C, give ANOVA tables, coefficients of deter-

mination R , standard errors SE, regression coefficients

(the constant term a and coefficients b1 to b,~), t - sta-
1I

tistics for each coefficient, estimated values for the
4 A

overall system effectiveness S, and residuals. In addition

plots of residuals versus estimated overall system effective-

ness are obtained to see if a particular pattern exists.

30
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Tables 5 through 8 show summaries of the analysis for

each group of judges. A part of the analysis was to see if

the rank order of the SAM weapon systems obtained by the

Constant Sum Scaling Method (Table 3), changed substantiallyI

under the functional analysis. Column eight in Tables 51

through 8 summarizes this aspect.

1. Reflections Behind the Choice of Candidate Models

In the process of trying to obtain a transformation
of the independent variables that will give a good estimate

of a known value, trial and fail may be the most important

part, By looking at the data som~e reflections can however

be done, as:

.should all the independent variables have the same

impact?j

. do some have a positive influence, and others a

-negrative one? dmnn oei

.does aniy independent variable take a dmnn oei

form of boing significantly more variable than others?I

- does any independent variable take a less important

roi.- because of little variability?

Such reflections can make it easier to find the right
transformation. For this study, the first seven transfor-

mation are to be considered more or less as trial and fail

(the best among many have been listed). More consideration

is however shown for the last six transformations.
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ii 1 ((1)) The candidate model

Si - a E • b x Xi i -
=l J J 3'

is a linear combination of the characteristics.

((2)) The candidate model

4 1/5

Si= a Z b. x X + b x Xi ; i,2,---,7,
j= i. ij 5 I

transforms X5, being the cost of a missile, by using the

fifth root (which gave the best result of all applied trans-

formations on X5 ).

Any transformation where a linear combination of1

the indepenlent variables was raised to e power greater 2

than 1.0 gave a bad data fit with unacceptably high stan-

Negative powers and logarithmic transformations

however gave an overall more satisfying result as shown in

Tables 5 through 8.

((3)) The candidate model

4 /
S.-a+ln [ Z b. x Xi + b x Xi ]; i=l,2,---,7,

1u 3 13 5 i

is the natural log of the linear combination of the charac-
teristics.
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((4)) The candidate model

4 1/5

Si-exp[a+ln[ Z b. x Xij + b5 x Xi ] ; i

is the natural log of both the overall system effectiveness

and of the linear combination of the characteristics.

((5)) The candidate model

4 1/5 -l
..a+[jE"b. x X. + b x Xi5 i1,2,---,7,

is the reciprocal of the linear combination of the charac-

teristics.

((6)) The candidate model

4 1/5 -1
Si [a + Z b. x X + b x X•!i•j=l xi j is, , , ,

Y1

is a linear combination of the characteristics and the

reciprocal of the overall system effeciveness.

((7)) The candidate model

4 1/5 -2
Si- [a + E bj x X + bS x X il,2,ju j 5 i

is a linear combination of the characteristics and a recipro-

cal transformation of the overall system effectiveness to the

second power.
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It should be noted that the seven first candidate

models have only one residual degree of freedom. Obtained

transformations are therefore not very robust and highly

sensitive to small changes in the independent variables.Ki Nonlinear combinations of the independent variables will

increase the residual degrees of freedom and thus give more

robust transformations.

((8)) The candidate model

1 a b x (2 x X x X~ +bx ---
xi2

+ b xis 1/2
i3

is a transformation that combines the independent variables

Xand Xin such a manner that the higher the product

(X 1 x X 4), the better the SAM system. The reciprocal of

Xwas used because it was considered that the overall

system effectiveness would possess diminishing marginal

returns with respect to increasing reaction time, X. The

4 in the numerator was chosen to give approximately the same

"1 impact from this new second independent variable as for the

first new one. As seen in Table 9, Xand Xare correlated

independent variables.
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Table 9

Correlation Between Independent Variables

i XI X2 X3 X X5

i 2 3  4 II

X 1.00 0.64 0.20 0.54 0.03
X 0.64 1.00 0.37 0.38 0.27

X 0.20 0.37 1.00 0.56 0.93

X 0.54 0.38 0.56 1.00 0.24

X 0.03 0.27 0.93 0.24 1.00

It was therefore concluded that these two variables should
x 5 1/2

be combined. ) gives about the same impact as for

the other two new independent variables. With three inde-

pendent variables the residual degrees of freedom increases

to three which means a more robust transformation than the

former ones.

((9)) The candidate model

2 4 4X2 1/2
Si = a+blx(2 x Xi ) x X b2 X(.4 + b3  X-)

shows the same nonlinear combination as ((8)) except that

the reciprocal of X is used because of the diminishing

marginal returns in overall system effectiveness with

respect to increasing cost,
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The last four candidate models use nonlinear com-

binations such that only two new independent variables

are applied for the regression analysis. This increases

the robustness even further. It should be noted that

reciprocals are used both for X and for X5 , using the

assumption of diminishing marginal returns with respect to
increasing characteristic values for these two variables.

((10)) The candidate model

Si = a+b x((2 x X) x X) 2 b (4 )x(Xi 3 )i/2;i i i)2 2 x 12 Xi
iz is

is a nonlinear com'bination of the original independent

variables that is constructed by applying obtained know-

ledge from previous transformations.

((11)) The candidate model

x2X131/2
S b x((2 Xi) x Xi4) +b 2 x ( 1/2)x( ii.5

Xi
2

i=1,2,--- ,7,

modifies ((10)) with increased impact on the first new

independent variable.
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((12)) The candidate model

Sb 4 x 1/4 1/5 2 1/3;
• abX[XilX ) 2 x (Xi, x i4) ;••

iu1,2,---,7,

uses the assumption that the higher average missile speed

X4, the longer the maximum effective range X,, and vice versa.
((13)) The candidate model ((13)) is the same as ((12)), but

with 3/2 as exponent of the first new independent variable

instead of 2.

Tables 5 through 8, containLing all candidate models

for each of the four groups of judges, are meant to be a

guide for decision makers to select the best equation (trans-

formation) among the presented thirteen. General rules can

be applied to assist in the choice.

The coefficient of determination is

R2  Regression sum of squares
" Regression sum of squares + Residual sum of squares (11)

The smaller the residual sum of squares (RSS) the better is

the candidate model-and thus the closer R2 is to the value

1.0000 (which is considered to be ideal) the better.

The standard error, SE is defined as,nA
SE E (Si S Si - JOSE, Si - FOSB. (12)

i-2
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I
The smaller the standard error, the better the candidate

model. In Appendix C, standard error can be read for each

SAM weapon system, within each group, and for each of the I
thirteen candidate models.

The F-ratio is defined as

F Regression mean squares .

Residual mean squares , (13)

and the lower the Residual mean square (RMS) the better is I
the equation. In other words, the higher the F-ratio the

better.

The t-statistics are obtained for the constant a I

and for each of the regression coeff:icients b1 to b5 . OurBi -bi!

t-statistic is acceptable if ti - > t 1c,(n.k);

1,2,---,6, where

bi estimated it2- coefficient,

b ib-. coefficient given by the null-hypothesis, I
Vii i- diagonal element of the variance - covariance matrix,

tl (n - k) - value from t-table with significance level

c. and (n-k) degrees of freedom, where n - number of SAM

weapon systems, and k - number of independent variables.

For a - 0.05 and the worst case, k - 5, ti (n-k)- 2 . 9 2 0.

Lower values for ti can give unpredictable results even if

the candidate model gives a very small SE and a R2 close to

1.0000.
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Figure 4 through 7 show plots of standard error SE
2versus R for the thirteen selected candidate models, over

each group of judges. If any decision should be made on

the basis of SE and R alone, candidatn models ((4)), ((6)),

and ((7)) seem to be the best. Common to these three how-

ever, is that R2 is based on a transformed dependent

variable (S), and is thus not directly comparable to the

rest of the candidate models. What can be seen for candi-

date models with 3 residual degrees of freedom is that

model ((9)) is better than ((8)) for every group, based on

SE and R2 alone. Just as easy is it to establish the fact

that for candidate models with 4 residuals degree of free-
I

dom, ((13)) is better than ((10)) and ((11)) for every group.

B. SELECTION OF THE BEST EQUATION

To select the best candidate model from Tables S through

8, seems to be an easy task. The model within each group,

that has the R2 closest to 1.0000, the smallest SE, the

highest F-ratio, the largest t-statistics, the highest

number of residual degrees of freedom, and no substantial

change in rank order of the overall system effectiveness,
should be the obvious choice. Such a candidate model how-

ever, did not appear in the set using the available data.

The solution will therefore be to compromise such that a

model that satisfies all basic requirements (high F-ratio,

R close to 1.0000, small SE, t-statistics greater than
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*2.920) within all four groups, can be chosen as the best.

Candidate models ((9)), ((12)), and ((13)) all qualify

accordingly -as seen in Table 10. Among the three models,

number ((13)) seems to have the in general (over all four

groups) Rclosest to 1.0000, smallest SE, and highest

F-ratio. Number ((13)) has also the highest t-statistics

of the three, and one more residual degree of freedom more

than number ((9)).

as follows:

Table 11

Coefficients of the Best Candidate Model

Coefficient Group 1 Group 2 Group 3 Group 4j

a -1.7842 -1.9881 -1.7100 -1.8366

K .I 2 .3 8 8 2 5 0 0 2 .1 6 6 2 3 5 1
b2  0,4622 0.5029 0.4811 0.4818

Under the crtradiscussed above, the best estimated value

for the overall system effectiveness will therefore be

'i-I obtained by the following functional relationship (using

Group 4 as an example):



Overall system effectiveness - -. 18366+2.3512 x

[4 x (kill probability) x (reaction time)-1/2 x

(missile price) 1 i 5 ] 31 2 + 0.4818 x [(max effective

range) x (average missile speed)]1/3.

How well the best equztion (model) fits the judged overall

effectiveness for each group can be seen from Table 12. With

exception of 14.2% deviation for SAM System B by Group 2,

all deviations between judged - and functional overall sys-

tem effectiveness are below 9.0% with a grand average devia-

tion of 3.6%. This suggests that the best equation in

general gives a good fit, close to the answers obtained by

the Constant Sum Scaling Method.

To improve the result other transformations could be

tried. First one might however try to evaluate why the

best candidate model did not give an even better prediction

than the one achieved. One approach is to check the assump-

tion behind the REGRESS - function. "REGRESS" uses ordinary

least squares (OLS) procedure, where S-a+Xxb + e is the

general model, assuming that the residuals (e) are normally

distributed with mean 0, (E (e.) = 0; i - 1,2,---,n) and

with variance a2 , (Var (e.) a2; i = 1,2,---,n). To test

this assumption "All Possible Subsets Regression" procedure

using BMDP9R [7] was applied to m~del number ((13)). The

results are plotted in Appendix D and show that assumptions

about normality are not meet entirely for any of the four
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groups. This fact does not degrade the accuracy of the -

estimation obtained by the best equation, neither does it

mean that future forecasting will be less accurate. Fisher-

statistics can however no longer be used to develop pro-

bability results, and F-ratio, confidence intervals, and

significance levels cannot be used with the same exactness

as if normality was in order.

"AlPossible Subsets Regression" also gave an answer

to the question: which variables gave most weight to the

regression analysis? This -aspect is covered in detail in

Appendix D.

A functional relationship has now been developed

between the overall system effectiveness and the weapon1

characteristics. The best estimating equation was found

by using candidate model number ((13)):1

Si =a + bx[4 x X. 1 11il ~1/2 /xi2  xis

In fuuewr ihSMwao systems (that have the same 1
misionas tatd fr toseused in this paper), this result

could assist military decision makers in at least four ways:

-in assessing the impact on overall system effective-

ness of modification of one or more weapon character-

istics,

-in evaluating the overall system effectiveness of
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-several systems in a procurement phase,

in computing overall system effectiveness for existingA

SAM systems, and

-in evaluating operational criteria for new (unbuilt)

systems compared to already existing systems.

In the next and final chapter, the most important results

will be summarized, and some recommendations for further

studies will be made.
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VI. CONCLUSIONS AND RECOMMENDATIONS

The final chapter is meant to be a summary of the

"highlights" obtained ina the previous chapters, and addi-

tionally to give some recommendations for future research.

A. CONCLUSIONSI

Finding overall system effectiveness from a multi-

criterion environment using seven fictitious SAM weapon

systems as an example, was the main purpose of this paper.

dTaeCntn u Scaling Method was applied to jugmn

daacollected 'by questionnaires from four groups of

judges. Results shows no significant differences in overall

system effectiveness ratings from one group to another.

The next step was to build a model which, given the

[ ~same information the judges had, would accurately repro-

duce the judged overall system effectiveness. By applying

multiple linear and nonlinear regression, thirteen candi-

date models were examined. These were all evaluated, and

a best equation was obtained as follows: 1/
S i= a+ b 1x[4 x (kill probability) x (reaction time) -/

~*-x (missile price) i 3 + b x [(max effective range)

1 vrl ytm fetvns o weapon system i;

i A. B, , ad whre a bl andb 2are listed in

(5



Table 11 for the four groups. This result of the statis-

tical analysis has a large degree of robustness in it,I

having four residual degrees of freedom, which makes it

less sensitive to changes in weapon characteristics. The

grand average percent deviation between judged- and repro-

duce~d (functional) overall system effectiveness is 3.6%,

which is considered quite acceptable even if the percent

deviation in one case is as high as 14.2%.

*1 The main limitation of the obtained results is that

only operational weapon characteristics and missile price

were selected as independent variables. Other non-operational

elements of combat that might be of equal or greater impor-

tance are therefore not reflected in the resulting best

equation, or in the judged overall. system effectiveness.

B. SUGGESTIONS FOR FURTHER WORK

Judgment modeling (Policy Capturing) requires a set of

judged overall. system effectiveness values associated with

a set of independent variables (characteristics) to obtain

the implicit weights (functional overall sy3tem effective-

ness). The applied methodology however, could be taken

even further to determine the weights without obtained

judgments, called Policy Specifying [2]. This could be

done by stating desired properties of the relations among

the independent variables in sufficient detail that the

numerical weights become known.
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If appropriate sensitivity analysis were applied for

each of the independent variables the obtained methodology

could be used to make decision models for wargaming situa-

Aninteresting question that hsnot benanswered i

this study, is: how would the overall system effectiveness

change if one or more of the characteristics were omitted or

changed by other characteristics? Another question of

interest is: how would existing SAM weapon systems rate

compared to the seven fic-titiou.., ones used in this study?

Judgment modeling seems to be a procedure that can be

efficiently applied to provide additional information for

military decision makers. This study has hopefully given a

certain feeling for the methodology, and for which appli-A

cations judgment modeling are useful.
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APPENDIX A

QUESTIONNAIR

(distributed outside the Naval Postgraduate School)

A study is being made of various characteristics of SAM

weapon systems, and how they relate to overall operational

effectiveness and cost. The objective of the research is

to develope a procedure to help military planners:
,A

- evaluate effectiveness of new SAM weapon systems,

- assess the impact of effectiveness by modifying weapon

characteristics or changing cost.

The primary operational use of the SAM systems chosen is

point to point defense with area defense as a secondary

mission.I

Essential to the research is information from people withj

a good theoretical and practical background on SAM weapon

systems. In particular, we are interested in subjective

rating of overall SAM system effectiveness; these are sought

K through this questionnaire. The format has been kept short

to allow completion in a very short time (fiv-e to ten minutes).

If:s you would like to receive a summary of the results,

plesefill in the following form.

Address: _ _ _ _ ____

Researcher: K. 0. Flaathen, LCDR, Royal Norwegian Navy
Advisor: G. F. Lindsay, Assoc. Prof. of Operations

Research, Naval Postgraduate School



QUESTIONNAIRB -4

(distributed at the Naval Postgraduate School)

A study is being made of various characteristics of 14
Surface to Air Missile weapon systems, and how they relate to

overall operational effectiveness and cost. The objective of

the research is to develope a procedure to help military

planners:

- develop improved methods by which the overall effec- ,

tiveness of a new weapon system can be assessed,

assess the impact of effectiveness by modifying weapon

characteristics or by changing cost.

The primary operational use of the SAM systems chosen is

point to point defense with area defense as secondary mission.

Your participation in this study via completion and return

of the enclosed questionnaire before the end of this quarter,

will enhance the opportunity for success in my work. Seing I
fully aware of your busy schedule I still hope you will find

time to help me. Please return the completed questionnaire

to SMC 1403.

If you would like to receive a summary of the results,

please fill in the following form.

Name _

Address:

Thank you in advance for sharing this portion of your

expertise with me.
Knut 0. Flaathen
Lieutenant Commander
Royal Norwegian Navy
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OVERALL SYSTEM EFFECTIVENESS OF SAM WEAPONS

There are many characteristics (factors) of SAM weapons

which serve as 7ý-asures of effectiveness for such systems.I
Five importan~t ones are listed in the table below. We have

also shown characteristic values for seven fictitious SAM

weapons, A -G.

SYSTEM
A B C D E F G

FACTOR

Kill probability 0.90 0.75 0.85 0.70 0.65 0.80 0.80

Reaction time 6 30 10 8 30 12 1s
(seconds from
detection to
missile launch)

Max Effective 9 12 15 8 22 18 26
Range (in kin)

Average missile 2.3 2.0 2.2 2.0 1.7 1.5 1.9
speed (in Mach)

Missile-price 60 60 70 45 80 65 100
(in 10,000 of $)

We wish your assessment of the overall system effective-

ness of these weapons.

Pairs of the fictitious SAM weapons are listed on the

next page. Within each pair, please split 100 points in

terms of the relative overall system effectiveness of the

two SAM weapon systems.
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F. 1or example:. A 80 B 201

if you feel that system A has four times the overall system t

effectiveness as system B, or A s0 B 50 if you

feel systems A and B have equally overall effectiveness.
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1. A .B _ _ _ _ _ _ _

S~4. A ... E.. .

S. AF

6 . A .. .i
7. B C

8. BAD j
9. E

10 . B .. .. .
11. A G

12 . C .. .D . . ..

13. C EG . ..... .

14. CB _ _ __ _ _

15. C G .... i

16. DB___

S•,,17. D P '

J: i18. D .... G
19. EE.... .... . .__.. .. __

20. B•.... .. .. . . . G.....

21. F G__

Thank you for your cooperation and prompt return of the i

i,.! completed questionnaire.
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APPENDIX B

AAND W MATRICES

Table 13: Matrix with elements aikdenoting the ave~rage

number of points assigned to weapon system j when compared

r to weapon system i and judged by Group k.

1. Judged by Group 1:

A B C D E F G

A 50.00 19.75 44.69 31.33 23.71 40.14 36.65
B 80.25 50.00 70.06 62.50 47.31 68.37 65.71
C 55.31 29.94 50.00 38.22 28.00 45.59 42.78
D 68.67 37.50 61.78 50.00 34.63 55.90 Si2.01
E 76.29 52.69 72.00 65.37 50.00 71.22 72.43
F 59.86 31.63 54.41 44.10 28.78 50.00 45.45
G 63.35 34.29 57.22 47.96 27.57 54.55 50.00

2. Judged by Group 2:

A B C D E F G

A 50.00 21.04 40.65 28.20 21.77 37.22 37.73
B 78.96 50.00 67.46 58.60 47.46 62.31 65.22
C 59.35 32.54 50.00 37.75 25.27 43.83 40.69
D 71.80 41.40 62.25 50.00 36.52 54.15 53.48
E 78.23 52.54 74.73 63.48 50.00 70.48 71.75
F 62.78 37.69 56.17 45.85 29.52 50.00 5-0.22
G 62.27 34.78 59.31 46.52 28.25 49.78 50.00

3. Judged by Group 3:

A B C D E F G

A 50.00 22.69 46.24 35.46 2 S'.53 40.77 42.67
B 77.31 50.00 72.44 64.81 47,89 68.04 65.18
C 53.76 27.56 50.00 41.05 26.69 42.86 42.10
D 65.54 35.19 58.95 50.00 35.74 54.54 55.45
E 76.47 52.11 73.31 64.26 50.00 72.54 68.32
F 59.23 31.96 .57.14 45.46 27.46 50.00 47.49[G 57.33 34.82 57.90 44.55 31.68 52.51 50.00
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4. Judged by Group 4:

A B C D E F G

A 50.00 21.02 43.70 31.38 22.98 39.29 38.69
B 78.98 50.00 69.81 61.77 47.52 66.16 65.39
C 56.30 30.19 50.00 38.84 26.68 44.22 41.86
D 68.62 38.23 61.16 50.00 35.60 54.91 53.49
E 77.02 52.48 73.32 64.40 50.00 71.33 71.05
F 60.71 33.84 55.78 45.09 28,67 50.00 47.69
G 61.31 34.61 58.14 46.51 28.95 52.31 50.00

Table 14: Matrix W with elements w denoting an estimate
of the ratio between scale values S. and Si when judged by

Group k.

1. Judged by Group 1:

A B C D E F G

A 1.000 0.246 0.808 0.456 0.311 0.671 0.579
B 4.063 1.000 2.340 1.667 0.898 2.162 1.916
C 1.238 0.427 1.000 0.619 0.389 0.838 0.748
D 2.192 0.600 1.616 1.000 0.530 1.268 1.085
E 3.218 1.114 2.571 1.888 1.000 2.475 2.627
F 1.491 0.463 1.193 0.789 0.404 1.000 0.833
G 1.729 0.522 1.338 0.922 0.381 1.200 1.000
.W'" 1.467 0.017 12.539 0.646 0.009 4.578 1.970

j 1.906 0.557 1.435 0.939 0.510 1.243 1.102

2. Judged by Group 2:

A B C D E F G

A 1.000 0.266 0.685 0.393 0.278 0.593 0.606
B 3.753 1.000 2.073 1.415 0.903 1.653 1.875
C 1.460 0.482 1.000 0.606 0.338 0.780 0.686
D 2.546 0.706 1.649 1.000 0.575 1.181 1.150
E 3.593 1.107 2.957 1.738 1.000 2.388 2.540
F 1.687 0.605 1.282 0.847 0.419 1.000 1.009
G 1.650 0.533 1.458 0.870 0.394 0.991 1.000

A.Wir2 39.523 0.032 1Z.942 0.432 0.008 2.137 2.297

j2 2.025 0.612 1.442 0.887 0.502 1.115 1.126
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3. Judged by Group 3:

A B C D E F G

A 1.000 0.293 0.860 0.549 0.339 0.688 0.744
B 3.407 1.000 2.628 1.842 0.919 2.129 1.872
C 1.163 0.381 1.000 0.696 0.364 0.750 0.727
D 1.820 0.543 1.436 1.000 0.556 1.200 1.245
E 2.995 1.088 2.747 1.798 1.000 2.642 2.157
F 1.453 0.470 1.333 0.834 0.379 1.000 0.904
G 1.344 0.534 1.375 0.803 0.464 1.106 1.000
AWij3 4Z.178 0.017 16.341 0.848 0.011 3.52 2.458

Si3  1.707 0.559 1.490 0.977 0.52S 1,212 1.137

4. Judged by Group 4:

A B C D E F G

A 1.000 0.266 0.776 0.457 0.298 0.647 0.631
B 3.757 1.000 2.312 1.616 0.905 1.95E 1.889
C 1.288 0.432 1.000 0.635 0.364 0.792 0.720
D 2.187 0.619 1.575 1.000 0.553 1.218 1.150
E 3.352 1.104 2.748 1.809 1.000 2.488 2.454
F 1.545 0.511 1.261 0.821 0.402 1.000 0.912
G 1.585 0.529 1.389 0.870 0.407 1.100 1.000

A•fij4 86.870 0.021 13.601 0.606 0.009 3.339 2'209
S4 1.892 0.577 1.452 0.931 0.510 1.188 1.120

j4
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APPENDIX C

MULTIPLE REGRESSION DATA OUTPUTS

Appendix C contains "REGRESSHOW", "REGRESS", "SCAT",

"FMT", "STATISTICS", and computer output for each candidate

model from all four groups of judges. "REGRESSHOW" is an

APL-function that explains the use of the "REGRESS" -

function. "SCAT" and "FMT" are other APL- functions

necessary as sub-programs for "REGRESS". "STATISTICS, Si ,

i 1 l,2,---,4, give detailed summary statistics for the

judged overall systems effectiveness for all four groups.

!66
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REGRESSHOW
SYNTAXi Z*Y REGRESS X
PARAMETERi

AINTERCEPTw DETERMINES WHETHER OR NOT AN INTERCEPT TFR')
IS TO BE INCLUDED, AZITERCEPTal GIVES AN INT•EREP'
TERM, AMD AINTERCEPTfO GIVES NO INTERCEPT. (DEFAULT ISf1. )-.

GROUP, RELATIONS
SUBPROGRAMSt FlMT AND SCAT
DRSCRIPTIONo REGRESS DOES A MULTIPLE REGRESSION ANALYrIF
RELATING THE DEPENDENT VARIABLE Y TO A SET OF CARRIERS X. '7Hlp,
LEFT ARGUMENT Y IS A VECTOR OF SIZE N. THE RIGHT ARGUM:•ENT X IS
AN N BY K M4ATR•IX CONSISTING OF N OBSERVATIONS ON EArH CF K
VARIABLES OR A VECTOR OF SIZE N IF Xxi. OUTPUT CONSISTS CF Aiv
ANOVA TABLE, RwSQUARE, STD. ERROR, REGRESSION .OEFyICI'nTS (:Hp,'
FIRST COEFFXICINT IS THE CONSTANT TERN.i IF ,INTERC8P?:1.),
T o.TATISTICS, VARIANCRE•COVARIANCES MATRIX, DURBINwWA7'tv
STA-ISTIC, AMD A VECTOR OF PREDICTED Y VALUES AND RESIDUALF.
THERE ZS AN OPTION THAT ALLOWS THE USER TO INPUT A VErTOR OF X
VALUES AND USE THE REGRESSION EQUATION TO FORECAST Y VALUES. THE
L1SER CAN ALSO OBTAIN A SCATTER PLOT OF THE RESIDUALF. /tie,'N
EXECUTION TERMINATES, THE PREDICTED Y VALUES AND THE RESIDUALS
RESIDE IN THE N BY 2 NATRIX Z,

44
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V Z4-Y REGRESS X;N;X;C;XPXrtNV;XPY;BIPTA ;RSS;TSS;S2 ;FSS;W.TP;DFP
l) X-( 2+(PX),Il)PX

[23 T4.(0,I-AINTERCEPT)+I,X
[31 XPXINV4.1(0X)+. XX
[4) BETA,-xpxrNv+. xxPY4-(4x) +.Cy
E5) RS$.-(('iBETA )+.~XXPY)-C4-((+,'Y)*2)+N4-0 YZ
E6) ES S-( TSS4-((?Y)4.xY)-C)-RSS
E7) S2-$,,SS* (N-1) -K4-(P ,BETA) - aNTERCEPT
[8) CR
[9) A'O VA'

01O ad*.'SOURCE.DFSUM CIQUARES,tfEAN SQUARE,F-RATZO#

[12) 'IERSINI1,E64 FMT:K),(,RGS).(.,RSSGX),(,RSS*K)'S2

E141 1 1 RES.TDUALIZ'4,BE16.41 M(Nl-)(ES)5,
E153 11TOTAL i,r4,BE16.L41 FMT(N-l).(,TSS)O,O,
[16)
El7] ( OR SQUARM: 1), dRSS fTSS
EilS ( dt'STD ERROR: '),r,52*O.5
E19) C4 corprFi'7IENTS,2 STATISTIrCS,

r21] 'DO YOU WAPIT A PRrINTOUT OF T5Ur VA~IAPCr.-C0VAPrANCFP MATRIX?

[21) 'VARIANCE-t.7VARIANCE MAT7rIX: '(fj4'

[24) 'I'l2.4' FM7' V
C251 A 1: dT'DIURRIN -WIATSO N: 0),((l+ 1(4-, C)*2)I+/(C4-Y -X+,x R E71A)2
[261 719 ( 2, IV) ,X+ .xPEBTA),C
[273 Bl:'DO YOU WA PIT TO FO~RECAST' A VA LUF' POP Y ?

[29) ( 0ENPFIWTR X VE~CTOR (',(W) d!' VALUE~S)'
[30] ( tr FORECAST OF Y VALUE: ')T(C4-(l-AIIITERCEPT)+l,))+.xCETA
E31) oil VAirIANCr-, OF FORP7CAST ERROR: '),S2x1+C+.xXPXINV+.x~C
E3 2 1B
E33) CI-: DO YOU WANT TO SCAT RJNSIDUAL3 VS. Pl~lDrC7ED Y?'

E351 DEP4-o.5xwrD4-L/70.(r/(( O.75xN),30))
E361 SCAT Z
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VSCATC]) I7
V7 W4-SCAT Z;N;X;Y;C;R;t.;S;L;X;J;K;UT:CL;Ga;D;B;A;O;,

[I] -*3xtC2 :+/2 :N)v(x/N)>+/N4-p7

7 r33 Y4-Zr -,+ tC4+I+(PZ)(2))

t5)j>-U-S--2o0
£6] .r~-l+ox( D-NDrvx,NDrvy),B-WIDDElP
[7) UIT4-o*t IOOCL4-r.20+(( u£Ji4r/Z)-sCJ)44/Z)*DEJ)
£81 StJ)4-UTxLSCJ1+UT+eUTCl+6JC'LUT4-(l 2 5)xUT]

I tc tiC 4.uTx r uci 5 u,
1C]c '£J)1]-I+rxL( BE JI -) fr,'-( UCJ -3[J I)+UT

£151 Y4.l+L0.5+(Lt2)-l)x(Y-S£21) )U£21-S£2]
£ 16) ] 4-1

[17] -20-41l< C
CialACY~~l]XCII,*.oIACCI;1;X~llI

cia I ££;);~1~~01AYIl X 1
£201 J4-1

£21] D*-0:=V..ACY[IT;J]X[I]J
£22] ACYCI;J];X£[I1]-(IOxV'JC+1)+((K+l)xK :V)+(K*-35-2xJ)xD
£231 +21xiC~JJl-Ii I
£25) O4.(No)Liri+Lo. 5+( L-l )'cSS-U
£263 A£;O 114- A C ; 0 II +3 6 x0 C . 0 1
£27] A[0[2];).-A[Or2];1+35xO ;rr2l;1

£281 e4- RAGR OF1+e

[301 (r' RAAGIP OF Y: I),V",r 2] Ur 2
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7 OL'- P'Wt'P R;S;W;A;G;X;T;K;JM;Q;P;D;N;,O;.L;B-,V;.CHill
Ell N4-Q-1 +M*4QR4-(ir-2 +o )p R
£ 21 01>.-((l z+M)ý 1 0 xM*PMi2*ll'4-1cCH*-QaL,',')OA1i.123L4567B9.'

C£6) *S+xoS*' TEXT DELIMITER'
£71 -1L3-3xx(KG4-K .(K Jl,)/ 1K) LW4-pX4-(pK4-(KtO) +K)+( -(OK)%0) +X

£8) L: sD1IG4-KeA)/L3-2x(PK)*W4-1+Oa-'XA' dCK4-(- Xal ,'/X
[ 9) *oL3x(B*+/G) >-?vt2)4-10Jill-4i(B4I11-Gi0)+X

* £12) L3:-~(HDxixfPA-'X' dC) ,E-0X4--W,D'-OoP.((Mf-I,0)x1,W)pX
£13) -*L4-vi1+L,Q24-14'oR4-(o 1 xpP*-R[-;1M[214-QLM£21rQXVAD))+R
£14] P4-P+10*L4-110eIP4Q =P
£15) -L3 x10 %14-+/B4-('B 18 )-Ao P4-( L 0. +Nx ,P) + 7-10 *D-~1 0111 -A + B
[16) L4: --a(pi14+pL) IF-pp X-( 1 0 xQpr'-Jp T\'- 'J4Je,04-V T4-0 >P+B Ip
£17] L-( o rLxJ.4-1 Z (K) r. x-T4-( T+04-1 +L i .1ir I P 0 4WDO-+,II,,
£18) -ExP4"Q'-'FTELD w~rDT1l'
E193 -~L4+1+i( (J£2)4-Lv.<O)+O0-1+10F .~ IL.*(R/,L)+T4-10 =IP)>W-D+0+3
£201
£21] F:-.(Jv2'!Dx-'T' d()/r,Tq.oX4-Al,£1,+.0(Do10),f?7xljjPI,X
£221 17-,(-v/o(r .x txr ;2 + n1 *1 +A <D 4-0-1
£23)1 X-1oXX[D/tpX',6X14'

£30)1 -P D. (M£2],K) 0- o .< G( +4- oG

£321 -11D-- O VALTD I , f, O P[ IiD1+- P-PS X
£331 PX(,00PMT P OBLEM )I,

V23-([)P'N1D-o-ýDXWl2L+
[2 1HFI4(K-- + - , k[ ]p~ D ( 0 C1.1C ~ C ,ý1
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STATISTICS .S1
':fMAN: 1.01q142857
VARIANCE: 0. 2415018095
:STD. DEV.: 0.4914283361
COEFF. OF VARIATION: 0.4471014235
LOWER QUARTILE: 0.559
UPPER QUARTrLE: 1.435
MEDIAN: 1.102
TTIMEAN: 1.01495
mIDMEAN: 1.0556
RANGE: 1.396
MIDRANGE: 1. 208
MEAN ABSOLUTE DEVIATION: 0.368
INTERQUARTILE RANGE: 0.876
COEFF. OF SKEWNESS: 0.2808085241
COEFF. OF KURTOSIS: "1.16188856

STATISTICS ,s2
MEAN: 1.101285714
VARrANCE: 0,2690992381
COEFF. OF VARIATTON: 0.4710383081

LOWER QUARTILE: 0.612
UPPPF QIIA.?TfLE: 1.442
MEnrAN' 1.115
TR!'MEAN: 1.071
kTyDIEA "V: 1.0364
RANGE: 1.523
MIDRANGE: 1.2635
kfrAN ABSOLUTE DEVrATION: 0.3702857143
INTERQUARTrrE RANGE: 0.83
CORFF. OF SKEWNESS: 0.5796820095
COEFF. OF KURToSIS: "0.8597402161

STATrSTICS s$3

MSAN: 1.086714286
VARIANCE: 0.1952769048
JTD. DEV.: 0.441901465
COEFF. OF VARIATION: 0.L066399704
LOWER QUARTILE: 0.559
UPPER QUARTILE: 1.49
MEDEAN: 1.137
TRIMEAN: 1.08j75
,!rD?IfEANG 1.075

M PRANGP: 1.116

f, 'EAAYA A rBSOUTE 9'PTAl'tn,": OP 335t2q5714

r P7 T-RQUA,7 rr, E RA,'7•': AXI31
COEPF. (OF 7.VFX,: 0.03702qlo775

SCo r. Or:71
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STATISTICS ,S4
MPAN: 1.095714286
VARIANCE: 0.234895571'4
STD. DEV.: 0.4846602639
COEFF. OF VARIATION: 0.4423235786
LOWER QUARTILE: 0.577
UPPER QUARTILE: 1.452
MEDIAN: 1.12
TRIMEAN: 1.06725
MIDMEAN: 1.0536
RANGE: 1.382
MIDRANGE: 1.201
MEAN ABSOLUTE DEVIATION: 0.3591428571

INTERQUARTILE RANGE: 0.875
COEFF. OF SKEWNESS: 0.3015169357
COEFF. OF KURTOSIS: "1.160262769 I

4A4.
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iX
ANOVA

S'OURCF DF SU? SQUARES MlAN SQUARE F-RATIO
SOGRESSroN Ulf3632P00 2.7264E" I 3.1763£00

RESIDUAL 1 8.5833F'2 8.5833F 2

TOTAL 6 1.4I.,90E'O

R SQUARE: 0.94076u42333
STD ERROR-, 0.2929731542

COEFFICIENTS T STATTSTICS
"0.1414 0.2799
3 .2755 1.2603
0.0232 1.2953
0 0253 0.1161

"0.1752 0.019
0,0087 0.1189

DO YOU WANT A PRINTOUT OF THE VARrANCr-COVAPIANCE MATRIX?
N
DURBIN-WATSON: 2.238803758
DO YOU VANT TO FORPCAST A VALUE FrO Y?
N
r)o YOU 1.VAV T 7'11S'7AT rMFSrUALS VS. P?PDTCf"l Y?

PAPP7T Or X- 0 2

•A;7K, OP Y': "0.15 0.2

:iL 1

y-------------------------a-----------------

si~i

S1.106 1.758734'787 ().1472r)52111

i~i, !0.55) 0.6863742831 "0.12717u2P31
1 .,• 3 I t • 5 i ,7 .1 9 3 8 0 0 1 q F 7 I ' l 3 8 1

0 .0 . 13 2 2 P I5 9 1 7r 1 7 7 7 1 Ub 1 f
1.2L3 t 2"7 5rP31 -,).00oi55rpij -51

1 .102 1 ,20q1n 7117 "). 107nl 71"1.•r-I
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Zo.S2 R!EGRES3 X I

SOURCE DF SUM SQUARES MEAN SQUAPE F-RATTOI
REGRESSEON 5 1.5062E00 3.0125E 1 2.7798E00

RESIDUAL 1 1.0837E'1 1.0837E-1
TOTAL 6 1.6146E0

R SQUARE: 0.9328822788
STD ERROR: 0.3291929007

COEFFTCI ENTS T STAT"TrCS
"1.0915 0.2889
3.189 1.092
0.0206 1.0225

a 0.0723 "0.2151

0.2851 "0.1435
0.0252 0.3061

DO YOU WANT A PRINTOUT OF TIlE VARrANC7-COVAPrANCE MATRIX?

DURrIN-WATSON: 2.238803758
DO YOU WANT TO FORECAST A VALUE FOR Y?

DO YOU WANT TO SCAT RESIDUALS VS. PREDICTED Y?

RANGE OF X: 0 2
RANGE OF Y: 0.15 0.2

I---------------0--------------------

2 1

4

i'- 2.025 1.8595?8•52 0.1F514713L477

0.612 0.7551211376 -0.143121337r
1.44W2 1.L6U&l106192 0.0221061nlRi A
0.887 0.IF05518515 -0.07355185152
0.502 0.3023128186 0.1996871814
1.115 1.120120184 0.00512018U14
1.126 1.24725816r 4 0.12125RI6l
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II
b"7,4-53 .?,TrRFS& ) X

A NO VA

" SOUcr PF SUM SPtJAPS M'EAN, SOUARE F- PA ro
REGRESSTON 5 1.14•02'00 2.2803P1l 7.241?F00RESIDUAL I 3.1488E'2 3.14l88F'2TOTAL 6 1.1717E0

R SQUARE: 0.9731251315
STD ERROR: 0.1774492794 1

COEFFICIENTS T STATISTICS
"1.6304 0.8005
3.0525 1.9391
"0.0229 2.1083 I
0.0596 0.4515 1
0.5098 0.4759

"0.0178 0.4024
DO YOU WANT A PRINTOUT OF THE VARrIAACE-COVA,,rANrE MATRIX? '

DURBrN-WATSON: 2.238803758
DO YOU WANT TO FORECAST A VALUE, FO7 Y?
N
DO YOU WANT TO SCAT RESIDUALS VS. P7 DTPD yY?
Y
TANGP OF X: 0.4 1.8RANGE OF Y: "0.1 0.15

I------------0----------- ------

• ~S3,Z
1.707 1.617803753 0.0891162,7•44
0.559 0.6361486207 0.0771486207
1.49 1.501916198 0.01191611809 I

" 0.977 1.016647644 0.0396,47G4437
0.525 0.41735q9313 0.1076UO00 87
1.212 1.214760002 0.0027501017•4
1.137 1."202363851 0.0o 536,31 5127
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MISZ•-34 R "GR LSS X

! A NO VA

.3OURCE DF SUM SQUARES MEAN SQUARE F-RATIO
REGRESSION 5 1.33L49FO0 2.6697E'1 3.5826E00

RESIDUAL I 7.4519E2 7.4519E'2
TOTAL 6 1.4094EO

R SQUARE: 0.947126355
STD Srl "?-: 0.2729811537

COmF CIENTS T STATrTrcs7'
1.1827 0.3775
3.178 1.3:123 •

r "~0. 0223 "1.3314u )
"0. 0186 "0. 0914,

0.0246 0.015r 0.0072 0.1061'•IDO YOU WANT A P.RrTROUT OF THE VARIANCP,-COT"ARIANCE MfATRIX?
N I

DU.rBIN-WCATSON: 2.238803758
lOi YOU WANT TO FORECAST A VALUE FOR Y?

DO YOU WANT TO SCAT R SIDUALS VS. PREDICTEPD Y?
"7
RANGE OF X: 0 2
RANGE OF Y: "0.15 0.2

0 1

I----------------0------------------
00

54,'!1.81)2 1.7547R112 0.j137,-'Fn,80j

0.577 O.R'I5FPR?2474 0.118P 2 4 7 ti
1.452 1.U703314&21 0.O1P31•4131,0.1311 0,991932"1I28 0,.0o- 0 •' 28
0 .51 0.31411L og1 ~ Or) 5 1 o g55 •qq u¢.!

1.188 1.1122245881 O.O042O 4SPPOFi71
1.12 1.220553237 0.1005512175
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Z~-51 RFIRES'S X1,X2,XI,X4,XS*fS

ANfO VA :

SOURCE DE SUM SQUA fES MEAN SQU4RE F-RATIO
RFGREsSrON 5 1.4261Eoo 2.8523E'1 1,24FBF+I

RESIDUAL 1 2.2877EF2 2. 28777' 2
TOTAL 6 1.44qOO

R SQUARE: 0.9842121155
STD ERROR: 0.151250838

COEFFICIENTS T STATISTICS
"22.1228 1.7714

"0.6279 0.2353
"0.0471 2.766
"0.2588 1.6669
1.713 1.58

13.7342 1.6748
DO YOU WANT A PRINTOUT OF THE VAIANCE-COVARIANCE MATRIX?
N
DURBIN-WATSON. 2.55543799g

IVI
DO YOU WANT TO FORECAST A VALUE' FOR 7?

DO YOU WAN? TO SCAT RESIDUALS VS. PRPD.IT'ED Y?
Y
RANGE OF X: 0 2
RANGE OF Y: "0.1 0.1

o

° 0

S1.z

1.906 1.908572681 0.002572681461
0.559 0.610211r769 0.05121167687
1.435 1.345202512 0.0807174882
0.939 0,1711412671P 0. 0321L42P7177
0.51 0. ttu328.16182 O,066716P1'181
1.243 I.232421-1143 0.01057865662
1.102 1 .1831,650•7 "0.0 S111r, 51;* r77
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Z+-S2 RETGRESS Xl',X2,X3,X4,X5*f5

ANO VA

SOURCE DF SUM SQUARES MEAN SQUARE F-RATIOSREGRESSION 5 1.5999E00 3.1908E'I 2.1809E+l
RE3TDUAL 1 1.4672F'2 1.4E672F-2

TOTAL 6 1.6146RO

R SQUARE: 0.9909129315
STD ERROR: 0.1211277809

COEFrrcrrPNTS T STATISTICS

"28.5988 2.8636
"1. 4806 0.6927
"0.0496 3.6376
"0.3276 2.63144
1.9223 2.2139

17.4721 2.6605
00 YOU WAFtT A PRr,'1TOUT" OF T 1177 VAIA;ICE-COVATAAFTC£' YATRIX?NI
nUBrN-WATSON: 2.555437g99
DO YOU WANT TO FORECAST A VALUE FOP Y?
N
'DO YOU WANT TO SCAT RFSrDUALS VS. P.REDICT'FD Y?
Y
RANGE OF X: 0 2.5
RANGE OF Y: "0.08 0.08

ao

--------------------- 0---------------------

\0

S2.Z
2.025 2.027060307 - .0020603072143
0.612 0.6530123796 0.04101237163
I.L 442 1.3700865414 0.07191.345607
0.887 0.1•2741.15 1.02571•115001
0. 502 0.4L4857082F3 0.05 h,42ni7lFl
1. 115 1.1065281P4 0.008u711155CF5
1.126 1.191000FOI 0.nA500090RF5
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Z,-S 3 REGRESS XlK2,X3,X4.X5*f5

A P1O VA

SOURCE DF SUM SQUARES MEAN SQUARE F-RATIO
REGRESSION 5 1.1445E00 2.2890E'1 8.4198E00

RESIDUAL 1 2.7185E"2 2.7185E"2
TOTAL 6 1.1717E0

j? SQUARE: 0.9767975572
STD ERROR: 0.1648799783

COEFFICIENTS T STATISTICS
8.896 0.6544
1.114 0.382q
0.0341 1.8366
"0,0925 0.5462i' 0. 5579 "0. 472

5.2572 0.5881
DO YOU WANT A PRIPTTOUT OF THE VARrAPCV-COVAPrAtlCF MATRIrX?
N

nUqpIN-WATSON: 2.555437gq9
nO YOU WANT TO FORECAST A VALUF FOP Y?

7O YOU WANT TO SCAT RFSIDUALO VS. PRFDICE7 D Y?
7
RANGE OF X: 0.4 1.8
RANGE OF Y: 0.1 0.1

0

I-------------------------0-

i: •

1.707 2.027060307 0.002060307243
0.559 0.6530123716 0.014101237q63
1.49 1.370086544 0.07111345607
0.977 ).Q127t4115 0.02574115001
0.525 0.al85708263 1. 05342•'17q1f'
1.212 l.10652R184. .0084718155 5
1.137 1.111000601 0.06500060865
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Z.-S4 REGRESS X1,X2,X3,X4,X5*t5i i

A 110 VA

SOUPCF, DF SUM1 SO UA.TF,'$ A1fAP SQ1tA"F F-RATIO
REGRESSION 5 1.3887F00 2.7775E.1 1.3451A+1

RESIDUAL 1 2.06L44P2 2.060&4F-P2
TOTAL 6 1.4094EO

q? SQUARER 0.9853521321
STD ERROR: 0.1436812995

COEFFICrENTS T STATISTICS
"20.7098 1.7482
"0.443 0.1747
"0.0443 2.7428
"0.2366 "l.6036
"l.4627 1.4201

12.6821 1.628
DO YOU WANT A PRINTOUT OF THE VARIANCE-COV4RIANCE MATRIX?

N

DURBIN-WATSON: 2.555437999
DO YOU WANT TO FORECAST A VALUE FOR Y?
N
DO YOU WANT TO SCAT RESIDUALS VS. PRFDICTFD Y?
Y

RANGE OF X: 0 2
RANGE OF Y: "0.1 0.1

S4,Z
1.8q2 1. 81)ta44 q28 0. 002,443928386
0. 577 0.6256487241 0.0O 864872413

1.4•52 1. 36669654, 0.0853034,6001
0. 9J1 0.96153405114 0.03053110513F,
0.51 0.4u,6ý225234, 0.0633774,7663
1.188 1. 177950766 0. 01004921445
1.12 1. 19710'34F-7 0.0771014C,747

80

.!0



!Z4-Sl REGRESS .(XI,X2,X3,X4,X5*f5)

A NO VA

SOURCE DF SUP SQUARES MEAN SQUARE F-RATIO

,,,RESSION 5 1.&&007E00 2.8014E1 5.8011E00

RESIDUAL 1 4.8291E-2 4.8291E-2

TOTAL 6 1.4490E0

R SQUARE: 0.9666728451
STD ERROR: 0.2197530645

COEFFICIENTS T STATISTICS
0.2234 0.0498
2.1264 1.6695
"0.4718 2.0453
0.5841 0.4264

0.6856 0.43625.5396 0. 5368

DO YOU WANT A PRlINTOUT OF THE VARrANCE-COVAPTAPICE MATRIX?
N
OURPrN-WA7SOcN: 2.409325477
DO YOU WANT TO SORECAST A VADUAIS FV R Y?
N
DO YOU WANT TO SCAT RFSTDUALS VS. PprnDmTFD Y? 4.

Y
RANIF OF X: 0 2
RAN(R OF Y: 0.15 0.15

1.90 1. 3 7 8 9 . 7 2 1 0 0

0.559 0. 616608741"2 -0.05760874q2

0 .4

1.1435 1. 3761[305814 0O. 0 5 8 P r 91157 1

O.q3l 1.011555822 -0.071,555A2196
S0.51 0. 31811t127951 I . 12 15 5 17 0 li8

1.243 1.2151Pi S 0.00n7PIln5010A
1.102 1.377018?U937 0.712812't507
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Z,-S2 REGRESS o(X•,X2,X3,X4,X5*,5)

ANOVA

SOURCE DF SUM SQUARES MEAN SQUARE F-RATIO
REGRESSION 5 1.5570E00 3.1141F, 5.'4091E00

R1, SIDUAL 1 5. 7570 S 2 57. 7570.7 2 570
TOTAL S 1.6146EO

R? SQUARE: 0.9643437624
STD FRROR: 0. 23 993 83216

COFFPICrEiITS 7! STATrSTrCS
1.9553 0.3991

•2.1L87 1.5451
-0. 4127 1.6387
1.11114 0.7431
0.7317 0.4264
9.6729 0. 8585

DO YOU WANT A PTINTOUT OF THE VARTANCE-COVARIANCE MATRIX?
N
DURBIN-WATSON: 2.4093251477
DO YOU WANT TO FORECAST A VALUE FOR Y?
N
DO YOU WANT TO SCAT RESIDUALS VS. PREDICTED Y?

RANGE OF X: 0 2
RANGE OF Y: "0.15 0.15

o I
---------------------- 0--------------------

d~i;:•JS'2, Z

2.025 1..1U832R457 0.076671514308
0.612 0.674q0O3587 0.062qOO3587U
1.L4.42 1.377723177 0.0F142798228E
0.887 0.9rF220383S 0h.07122038384
0 .502 0.36q24144114 0.132755508F
1.115 .1.06L71471 0.008528528834
1.126 1 .2,66 1116 l0.40111c,6808
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il Z'-S3 •EG.?PSS *(K1,X2,X3.lY'.X5**5)

A ?'O VA

SOURCE OF SUM SQUARES AMFAN SQUARE P-RATIO

REGRESSION 5 1.1506E00 2.3012K'1 1.092!F,÷1

RE'SIDUAL 1 2.10577-2 2.10577-2
TOTAL 6 1.1717P0

K R SQUARE: 0.9820281748
STD ERROfl: 0.1451099388

COEFFrCIE,5'N'3 T STA. "JTICS
2 .530" 0.8541
1.859 .2. 2104
0. 4898 3.2157
0.3851 ().4258

-0 ' . 3374. 0.3251

1.1279 0.1655
DO YOU WANT A PRINTOUT OF THE VARrANC,?-COVA.RIANCp MATRIX?
N
oURrIN-WATSON: 2.409325477
nO YOU WANT TO) FORECAS" A "ALUU POP Y?

', "0 YOU WANT VO SCAT RPSTDUATS V7. PPTDTC"mFD Y?
Y
,RANGP, OF X: 0.4 1.R
",A ",,,T OF Y: "0.,. 0.1

too

.)..

4I

S3,Z

1.707 1.660630571 0.0L636142A83
0.559 0.597040P316 0.03804088963
1.49 1.4I51126652 0.03887334783
0.977 1.021-910117 0.01+7ql001717

0,525 0.44U712101 0.080287Pn902
1.212 1.206AR42115 0.005157SP5114

•i 17 1.22171675 -0. 08471r.75111
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Z454 REGR.7'SS *(X1,X2,X3,X4,X5*f5)

A N0 VA

SOURCE DF SUM SQUARFS MEAN SQUARE F-RATIO
REGRESSION 5 1.3672E00 2.7345E 1 6.4884E00

RESIDUAL 1 4.2144E-2 4.2144E 2
TOTAL 6 1.4094E0

R SQUARE: 0.9700973306
STD ERROR: 0.2052901061

COEFFICIENTS T STATISTICS
0.0927 0.0221
2.0585 1.73
"0.4563 2.1175
0.5009 0.3914
0.41.59 0.2833
5.1473 0. 5339

DO YOU WANT A PRINTOUT OF THE VARIANCE-CO VAPTIANCE MATRIX?
N
DURBIN-WATSON: 2.409325477
DO YOU WANT TO FORECAST A VALUE FOR Y?
N
DO YOU WANT TO SCAT RESIDUALS VS. PREDICTED Y.
Y
RANGE OF X: 0 2
RAMYGF OF Y: "0.1, 0.15

I-----------------0-----------------1

0 iI

S4,Z '
1.892 1.8?64U0186 0. 06559981375
0.577 0.6308172528 0.05381725282
1.4 52 1.397• 5051 0.05491414909
0.931 0.998"8059 0.06778058998
0.51 0.3964150076 0.11358,9924
1.188 1.180703031 0.007216969313
1.12 1.239878882 0. 111878 818
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Z,-(Sl) REGRESS *(Xl,X2,X3,X4,X5*45)

ANOVA

SOURCE DF SUM SQUARES MEAN SQUARE, F-PATIO
REGRESSION 5 1.3959E00 2.7917F-1 9.3742E+1

RESIDUAL 1 2.9781E-3 2.9781E-3
TOTAL 6 1.3988E0

R SQUARE: 0.9978710193
STD ERROR: 0.05457208236[ COEFFICIENTS T STATISTICS

1.6348 1.4672
2.0404 6.451
0.5666 9.8921

0.2512 0.7383
"0.12014 0.3085
0.2792 0.1089

IDO YOU WANT A PINrT(7UT7 oF THr, VARTANCF,-CnFVA!IArNCF ?ATIX?

)URPIN-WATSO7N 2.409325477
DO YOU WANT TO FORECAST A VALUE FOR Y?
V
DO YOU WANT TO SCAT RESIDUALS VS. PREDICTED Y?
7
RANGE OF X: :0.8 0.8
RANGE OF Y: "0.04 0.04

0I

I °

Z -7 0

1.906 1.873050652 .213Uq
0.559 0. 5670546312 0. 008051,61i232
1.435 1*L414l71qA7 0.02082P603281
0.9111 0.9560722q4l 0.a170722q,0l
0.51 0.'4481111pi 0.01S1888111
1.243 1.240501652 0.002"4087F82L&6
1,102 1.137683304 0.035rR330369 A

SFr'-+/l 7oSsJ
SF

0.003384)1 8103
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Z-(OS2) REGRESS *(XloX2oX3,X4,X5,**5)

A 0 OVA-

SOURCE DF SUM SQUARES AfEA?. SQUARE F-RATIO I
REGRESSION 5 1.3861E00 2.7722E'1 1.3629E+2

RESIDUAL 1 2.0340E-3 2.0340F'3
TOTAL 6 1.3882P0

R SQUARE: 0.998534731
STD ERROR: 0.04510013801

COpFFICU,7NTs STATISTICS
0.2476 0.2688
2.2146 8.4723
"0.4667 9.8580.0764 0.2718

-0.0462 0.1433
2.0998 0.9914

DO YOU WANT A PRINTOUT OF THE VARIANCE-COVARIANCE MATRIX?1 N
DURBIN-WATSON: 2.409325477
DO YOU WANT TO FORECAST A VALUE FOR Y?
N
DO YOU WANT TO SCAT RESIDUALS VS. PREDICTED 7?

7
RANGE OF X: -1 1
RANGE OF Y: -0.03 0.03

0!

I.

[I -- ---- ----

zr-7 10((*1)*Z[;1]))
52,ZZ,.(52-ZI) 0087231I

1"A ~~~2.025 96157 .1q423
0.612 0.619)278f5809 0.007278680929
1.442 1.424682826 0.017317174~06
0.887 0.9003068819 0.013306881914
0.502 0.4896283617 0.0123716383
1.115 1.113214001 0.001795190671)
1.126 1.156048466 0.030048,46575

$SSI-(52 -Zr) *2.
* 3E4-+/1 7PhJSI

SE
0.002428599928
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: 7.(eoS,3 ) RF7,SS o,*(Xl.X2,X3.,X4,X5*5)

A NO VA

SOURCE DF' SUM SQUAIE MEAN SQUARE F-RATIO
REGREssION 5 1.2522Y,00 2.50145E 1 1.4382!7+3
RESID UAL 1 1.7L414E 4 1.7414R 4

TOTAL 6 1.2524Eo

R SQUARE: 0.9998609606

STD ERROR: 0.01319604426
COEFFICIENTS T STATISTICS

2.8103 10.4302
1.7547 22.9416
"0.5895 42.5634
0.8029 9.7613
0.5075 5.3767
"3.939 6.3564

DO YOU WANT A PRINTOUT OF THE VARIANCE-COVARIACE MATRIX?

DURBIN-WATSON: 2.409325477
"DO YOU WANT TO FORECAST A VALUE FOR Y?

DO YOU WANT TO SCAT RFGIDUALS VS. Pr'DICTP'D Y?
7
RANGE OF X: "0.8 0.6
RAMGM OF Y: -0.01 0.01o

S3,zr,(S3-ZI)
1.707 1.6998171514 0.00718284•5697
0.559 0.5609371377 "0. 0011371376371
1.14q 1. 484•712018 J. 00525716162

i!0.977 0.9812660122 "0.004266012117 ;
S0.525 0.5211808077 0,00381n1922P
S1.212 1.21.1431614 0,.000 568 151415 6

1.117 1 .145715153 0.0087151527A7

SP
0.000193145828114
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Z..-(oSu) REGRESS *(X1.X2,X3.X4,X5**5)

A NO VA

SOURCE DF SU? SQUARES MEAN SQUARE F-RATIO
REGRESSION 5 1.3476E00 2.6952E-l 1.7886F,+2

RESIDUAL 1 1.5068E-3 1.5068F-3
TOTAL 6 1. 3 4qIEO

R SQUARE: 0.998883066
STD ERROR: 0.03881813374

COEFFICIENTS T STATISTICS
1.4651 1.8485
2.0279 9.0135
0.5382 13.2096
0.2827 1.1685
0.0741 0.26681 00.4&211 0.231

DO YOU WANT A PRINTOUT OF THE VARIANCE-COVARIANCF MATRIX?
N
DURBIN-WATSONV 2.409325477DO YOU WANT TO FORECAST A VALUE FOR Y?N
DO YOU WANT TO SCAT RESIDUALS VS. PREDICTED) Y?
R
RANGE OF X: "0.8 0.8
RANGE OF Y: "0.03 0.03

rZ4-7 10((*1)*Z[;1)

1.892 1.868676184 0.02332381u44 I
0.577 0.5829016791 0.0059016791
1.452 1.436978963 ').0150210367
0.931 0.14300902L41 0.01200902406
0.51 0.4191631'q3 0.01083683061
1.188 1.186361154 0.1001A38045713
1.12 1.145677864 0).0256778635u

0.00172q151201
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Z.-S1 REGRESS ",(X1,X2,X3,X4,X5*,5)

Ek ANOVA

SOURCE DF SUM SQUARES MEAN SQUARE F-RATIO
REGRESSION 5 1.4355E00 2.8710E-1 2.1282F÷1

RESIDUAL 1 1,3490E-2 1.3490E'2
TOTAL 6 1.4490E0

R SQUARE: 0.9906900953
STD XRROR: 0.1161471181

COEFFICINTS T STATISTICS
2.069 0.6726
"1.3901 2.6827
8.6761 3.9504

6.1385 0.7736
! 0.1118 "0.089q

1 .3895 0.1577

90 YOU WANT A PRINTOUT OF THE VARIANCE-COVAP•rANCE MATRIX?
N
DURBIN-WATS(IN: 1.851122569

DO YOU WANT TO FORECAST A VALUE FOR Y?
N
DO YOU WANT TO SCAT RESIDUALS VS. PREIDICTED Y?
Y

RANGE OF X: 0.4 2
RANGE OF 7' 0.08 0.06

I------------0-0-------------~ I

1 .906 1.O85 24f2',181 0.05353701F 08
0 .559 0.5411603154 0. 00 101 6 0 4 5.97
1 .435 1. a352105ý4 0. 000210563rl 72

S0.9,19 0.9q,131qB 50t "0.05 31 q915007
0.51 O.U,5332124921 0.05678750703
1. 243 1, 24,175014t) -0. 0012141581086
1. 102 I. 168004196 "0. 0660041151•8
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Z-52 RE(,RFSS l1(X1.X2,X3,X4,XS**5)

A NVO VA

SOURCE nF SUM SQUARES MEAN SQUARE F-RATIO

REGRESSION 5 I.5820E00 3.1640El1 9.7072E00

RESrDUATJ 1 3.2594E'2 3.2594E-2
TOTAL 6 1l6R0

R SQUARE: 0.9798127011
STD ERROR: 0.1805389721

COEFFICIENTS T STATISTICS
4.84161 1.0135

"1.5432 1.916
7.5585 2.2141
"1.0158 0.0824
"0.3269 0.1691
4 .3768 0.3633

DO YOU WANT A PRINTOUT OF THE VARIANCE-COVARIANCE MATRIX?

PURRIN-WATSCN: 1.851122569
DO YOU WANT TO FORECAST A VALUE FOR Y?
N
DO YOU WANT TO SCAT RESIDUALS VS. PREDICTED Y?
y
RANXE OF X: 0 2
XAI(,E OF 7: "0.15 0.1

LO
82,Z

2.025 1.941782112 0.08321788788
0.612 0.59794e847 0.0140511529E
1.442 1.4421273 -0. 00032720992

0.887 0.9715576773 0.00L455767727
0.502 0. ,4137V'45506 0.0882704'4937
1.115 1.f13057652 0.00194234'7675
1.126 1.223596861 0.10251f68607
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Z.S3 REGRESS if(XlX2,X3,X4.X5*#5)

A NO VA

SOURCE DF SUM SQUARES MEAN SQUARE F-RATIO

REGRESSION 5 1.1716E00 2.3432E'1 5.7800E+3

RESIDUAL I 4.0541E-5 4.0541E'5
TOTAL 6 1.1717EO

R SQUARE: 0.9999653991
STD ERROR: 0.00636714444•7

COEFFICIENITS T STATISTICS
"-0.06995 "4.147q

-1.0298 "36.2544

9.1496 75.9947
"13.6186 31.3075

1.2258 17.9807
9.2415 19.131

DO YOU WANT A PR9INTOUT OF THE VARTANCE-COVARIANCE MATRIX?
N
DURBIN-WATSON: 1.851122569
DO YOU WANT TO FORECAST A VALUE FOR Y?
N
DO YOU WANT TO SCAT RESIDUALS VS. PREDICTED Y?

411 Y
RANGE OF X: 0.14 1.8
RANGY, OF Y: 0.004 0.004

0

I-------------0.----------

1.3.71.107 1.709q3a881 "0. 002914880651

0.559 0.559• 55148 0.000Uq55U7n
I . 4 q 1.48qGA857 0.00001 i51i02513
0.q77 0.77•O.78684 0.002n821115P
0.525 ,.52811.10715 0. 00311307'u~U

1.212 1.212068502 0.00006850160229
1.137 1.133i191 73 0.0031 18327137
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Z4-S4 R EGRESS l*(X.,X2,X3.X4,X,5,*5)
1

SA P70 VA

5OURCE DF !!',", SQUARES MEAN SQUARP F-RATTO
REa, ESS ra 5 1.3986E00 2.7971E'1 2.5866F7+1

RESIDUAL 1 1.081L4r2 1.081L4172
TOTAL 6 1.4094R0

R SQUARE: 0.9923271201
STD ERROR: 0.1039901585

COEFFICIENTS T STATISTICS
2.2872 0.8304
1.34,42 2.8974
8.4112 4.2775
6.3906 0.8995
S0.L979 0.4472
1.3043 0,.1653DO YOU WANT A PRINTOUT OF THE VARIAPICE-COVARrANCE MATRIX?

N
DURBIN-WATSON: 1.851122569
DO YOU WANT TO FORECAST A VALUE FOR Y?
N
DO YOU WANT TO SCAT RESIDUALS VS. PREDICTED Y?
y
RANGE OF X: 0.4 2
RAGO, OF Y: -0.06 0.06

I~". .. . . . .j.o. . . .

S4 Z
S1.,82 1.84'406663 0. 04713337006

0.577 0.5689065584 0.00809344158L4
1 .452 1.452188524 o0.0001o85242314
0.931 0.9797050866 0.0487050866
0.51 0.4591563626 0. 05084363738
1 .188 1.186881211 0. 001118789147
1.12 1.179095627 0.051015C2735
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Z4-(1*,71) REGRESS Xl,X2,X3,X4,X5*5I

A NO VA

SOURCE DF SUM SQUARES MFAN SQUARE F-RATIO
REGRESSION 5 1.83L43E00 3.6686E-1 7.5089E+3

RESIDUAL 1 4. 8858E-5 4.8858E-5
TOTAL 6 1.8344E0

R SQUARE: 0.9999733655
STD ERROR: 0.00698-3823635" COEFFICIENTS T STATISTICS

ii! " . 7183 "2. 9816

3.4624 28.0717
3 0 0.0362 45.9891

"0.060" "8.4u,164
r "0.2004 3.99982.7103 7.1516
DO YOU WANT A PRINTOUT OF TH/E VARTANCE-OAAPCMTIX

DURRIN-WAZISON.. 2.555438004
SDO YOU WANT TO FORECAST A VALUE FOR Y?

DO YOU WANT TO SCAT RlrSrDUALS V,". UP7EDTCT•, Y?

PAIGE OF X: 0.5 2
RANGE OF .Y: "0.004, 0.006

?•"r ~~ZI4-7 Io((Z*');]

•,1.906 1 .905568179 0. 0004318206845
0 0.559 0.5582614356 0.O0007385F44014,i
1:• 1.435 1.44'351q6702 "0. 0 08 5 9 67 n2 4,6 8

,,";, 40.939 0 9376920903 0.00130790`1 86
0 0.51 0.510803204,6 -0. 00080320US•16

r• ,1.243 1.2U,37558 -0.0007557019•IR5
1.102 I 0n~tlP35n2 0. 004536418307

93

A J



Z.-( 1S2) REGRESS X,.X2,X3,X4,X5S*5

I A P70 VA

SOURCE DF SUM SQUARFS MEAN S011ARR F-RA TIO
"R K GR RPSS rON 5 1.6947E00 3.381UE1- 5 .975 4F+I

Pr!ESIDUAL 1 5.6723F-3 5.6723P'3
TOTAL 5 1. 7004E0

R ' SQUAR E: 0.9966641189
STD F'"ROR: 0.07531465437COEFFICIEPITS T STATrSTICS

3.1199 -0. 5024
4.3948 3.3069
0.0251 2.9624
0.0858 1.1094
0.533 0.9873

h::;4. 1525 1. 0169

DO YOU WANT A PRINTOUT OF THE VARIANCE-COVARIANCE MATPIX?
,¥

DURBIN-WATSON: 2.555438
DO YOU WANT TO FORECAST A VALUE FOR Y?

DO YOU WANT TO SCAT RESIPUALS VS. PREDICTED Y?
Y
RANGE OF X: 0 2
RANE OF Y: "0.06 0.06

Y 4 32 ,zI (s2-Z.?.)
2.025 2.011~760466 0.005231533573
0.612 0.602595rF,41 0.009404335855
1.442 1.541385151 0.0193A535324
0.887 0.87458379qt 0.012416200P()
0.502 0.510513F3389 0.00851383381L47

1.,115 1.1215874914 0.0065q74134311I
1.126 1.076908001 0.04101111814

S1-( 32 -7I) *2
SE4-+/1 7oS,7X

I}E

.jF,

0.0126655613
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,-,(1.S3) REGRESS XI,X2,X3,XL4,XS*f5

i A NO VAti
SOURCE DF SUM SQUARES MEAN SQUARE F-RATIO

REGRESSION 5 1.7004E00 3.4009E 1 4.3896E+3
RESrDUAL 1 7.7475E 5 7.7475E-5

TOTAL 6 1.7005E0

R SQUARE: 0.99995444
STD ERROR: 0.008802009025

COEFFICIENTS T STATISTICS

3.4655 22.3121.7
0.0343 .34.62411
0. 0995 11. 0133
0.5196 B. 2353
4.5826 9.6025

NDO YOU WANT A PRINTOUT OF THE VARIANCE-CO VARIANCE MATRIX?

OURBIN-WATSON: 2.555437995
DO YOU WANT TO FORECAST A VALUE FOR Y?

DO YOU WANT Tn SCAT RESIDUALS VS PREDIC7'rn Y?
7
RANIE OF X: 0.4 2
RANOE OF Y: "0.006 0.006

"0 0

*ZI*7 lo((Z*'I)t;i])I
53,ZI,(S3-ZI)

1.707 1.707436364 "0.OOO436363gR87 :
0.559 0.5599328282 "0.0009328281771
1.4•9 1.4,784,R7937 0.011.51206347
0,977 0.9787Q87532 "0. O017R87532'24

0.525 0.52393204R1 0.0010O7q51Rq2
1.212 1.2110q6357 0.000q0lr,427n85
1.137 1 . 14.11! 3 q2 5,1 "O.OOFl- l5n3q31

SSI4-( 53 - IT ) *2
SE +/1 7,7ST
SE

0.0001764354227

9 z
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Z,-(l#S4) REGRESS Xl,X2,X3,X4,XS*,5

A NO VA

SOURCE DF SUM SQUARES MEAN SQUARF F-RATIO
REGRESSION 5 1.7468E00 3.4937E1 4.0250P,+2

REsIDUAL 1 8.6799E4 8~ .6799E-4
TOTAL 6 1..7477E0

R SQUARE: 0.9995033557
STD ERROR: 0.02946168207

COEFFICIENTS T STAfTSTICS
"3.IuS6 1.295
3.8227 "7.3531
0.0317 9.5566 1

-0.081 2.6779
"0.14106 1.914,43 4
3.7913 2.3735

DO YOU WANT A PRINTOUT OF THE VARIANCE-CO VARIANCE MATRIX?'{ ~N
DURRJI-WATSON: 2.555438
DO YOU WANT TO FORECAST A VALUE FOR Y?

N
DO YOU WANT TO SCAT RESIDUALS VS. PREDICTED Y?

RANGE OF X: 0.5 2
RANGE OF Y: "0.02 0.02

0

•;:• ZT47 1o((Z*1I)[ 1)]t (ZI( -ZI)

1.892 1.890207841 0.00179215914F
0.577 0.5736979175 0.003302082528
1.452 1.489838136 0.0378381355 1i'i 0.931 0.9256046821 0.0O0539531787q '

0.51 0.5134026762 0.003U02676222
1.188 1.19091533 0.02915329706
1.12 1.100513022 0.019486 97815

SSIT-(54-ZI)*2
S SE,4+/1 7oSSI
SE

0.001874769213
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Z4-(SI*4'2) REGRESS X1,X2,X3,X4,X5*#5

A NO VA

SOURCE DF SUM SQUARES MEAN SQUARE F-RATIO
REGRESSION 5 3.8638E-1 7.7275EF2 1.9962E+2

RESIDUAL 1 3.8711F-4 3.8711E'4
TOTAL 6 3.8676E'1

P SQUARE: 0.9989991025
STD ERROR: 0.01967510062

COEFFICIENTS T STATISTICS
2.5452 1.5689
"1.2153 3.5005
0.0184 8.3058
0.006 0.2974
0.1161 0.8235

0.511 0.479
DO YOU WANT A PRINTOUT OF THE VARIAIICE-COVARIANCP MATRIX?
N
DuRrIpi-WATSOV: 2.555437997
DO YOU WANT TO FORECAST A VALUE FOR Y?
N
DO YOU WANT TO SCAT RESTDUALS VS. PREDICTED Y?
y
RANGE OF X: 0.6 1.6
RANGE OF Y: "0.015 0.015

a

0

a

t-a----------------------------

Zr4-7 lo((Z*-2)fll])

1.906 1.1077f624U66 0.0017n2465• 8
0.559 0.5646103533 0.005610353285
1.435 1.1356676RA 0.0393.321316
0.q39 0.9466555328 0.007655532781
0.51 0.503739542 0.00r,2F,3457151
1.243 1.?23I1' U707 0.003805212571
1.102 1.126814051R 0.02484051581

:;s5r ( r 1-.,r).*2
SE•-+/I 70SSr
SE

0.002310982837
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Z7-(S2*f-2) RPFGRFtS XIX2X3,X3uX5*,5

AN ,VA'IC

SOUCE DP 3Uf SUA,rU?,, .'.FAi'7 SQUA,?,7 F -RATrO
I?REGRRSSION 5 3.687•7E-1 7.3604E'2 1.4674F+3

PFSrDUAT, 1 5.0221EF5 5.0221EF5
TOTAL 6 3.6852E1

R SQUARE: 0.9998637232

STD ERROR: 0.00708668237
COEFFICIENTS T STATISTICS

2.7384 4.6866"1.4461 11.5643 J
0.0147 18.4405
0.0039 0.55415
0.0129 0.2536
"0.3913 1.0183 I

DO YOU WANT A PRINTOUT OF THE VARIANCE-COVARIANCE MATRIX?
N
DURBIN-WATSON: 2.555438004
DO YOU WANT TO FORECAST A VALUE FOR Y?
N
DO YOU WANT 7O SCAT RESIDUALS VS. PREDICTED Y?
7
RANGE OF X: 0.6 1.6 I
RANGE OF Y: 0.004 0.006

~- -------- -- -----

S2,ZI,(S2-ZI)
2 .025 2.02,4305474 0. 0006q145256332
0.612 0.6097088633 0.002201136676
1.442 1.456682144 0.01468214382
0.887 0.8844891513 0.0025108U8688
0.502 0. 5C42310488 0.002231048825
1.115 1.11616R047 0.001168046685
1.126 1.1160166185 0.001033015016

SSI-( 32 -Zr) *2
SE-+I1 7oSSI
SE

0.0003155386536
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Z.-(S3*,42) REGRESS XI.X2.X3.X4,X5*f5

A NOVA

SOURCE DF SUM SQUARES MEAN SOUA."I RATIO
REGRESSION 5 3.5422E'1 7.084L42 -4

RESIDUAL 1 6.4823E-4 6.4823E-4
TOTAL 6 3.5487E-l

R SQUARE: 0.9981733045
STD ERROR: 0.02546044814

COEFFICIENTS T STATISTICS
0.0555 0.0264
"1.3965 3.1085
0.0164 5.7321
"0.0255 0.9744
"0.1223 0.67
1.0487 0.7597

DO YOU WANT A PRTNTOUT OF THE VARrAMCE-COVARIANCE MATRIX?

DURRIN-WATSON: 2.555437998
DO YOU WANT TO FORECAST A VALUE FOR Y?N

DO YOU WANT TO SCAT RESIDUALS VS. PREDICTED Y?Y
RANGE OF X: 0.6 1.4
RANGE OF 7: -0.02 0.015

';' II

I- --- -- - -- - - -- - -
I I

:• • Zr-7 10((Z*-2)[ Il])
, S3,zT,(53-ZI), 1.707 1.708973 318 0.001113318081;

0.559 0.F5627AIIA "0.007276I16315
1.q 1 .. a 6500502 0. 0534!qal7A4
0.977 0.9875345710 -0.00534574194

i .525 0.5165510017 0.00A|14011•8275

1.212 1.2072r18F8 0.004738131174
1.137 1.170867L46 0.03386745976

SSr.-(s3-z!) *2
SE•-+/1 7o5SI
SE

0.004270558281 99
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Z*(S•4* 2) REGRESS X1,X2,X3,XL4,X5* +

A NO VA

SOURCE DP SUP$ SQUARES FEAN SQUA•E P-RATIO

REG(ESSZOV. 5 3.70656"1 7.41306"2 6.2Lq8F.+2
RFSIDUAL 1 1..1861E-4 1.1861t 4

TO T A L 6 3.7077ir,1.

-R SQUARE: 0.9996800938
STD ERROR: 0 .0108 90 8 595 9

COEPPICIENTS T STATISTICS
1.92 2.1382
"1.3532 7.0413
0.0166 13.5126
"0.0034 0.3073
0.0139 0.1783
0.0334 0,10566

DO YOU WANT A PRINTOUT OF THE VARIANCE-COVARrIANCE MATRIX?
N
DURBIN-WATSON: 2.555437996
DO YOU WANT TO FORECAST A VALUE FOR Y?
N
DO YOU WANT TO SCAT RESIDUALS VS. PREDTCTED Y?
Y
RANGE OF X: 0.6 1.6
RANGE OF Y: 0.008 0.006

iS

S4,ZI,(S4-ZI)
1.892 1.892964558 0.000q6455R8017
0.577 0.580246049L4 0.03246049377
1.452 1.L429635657 0.02236434•331
0.931 0.9351721303 0.00417213034
0.51 0.5065186153 0.0034813846q5
1.188 1.186029805 0.00197011540u
1.12 1 . 13398418 0. 01398417992SSI.-( JL4-.,fl )*2

SE-+/1 7ossr
SE

0.0007405967294
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Z1-S1 REGRESS (2XilxX) ,(4.X2*1,2)o((X5fX3)*12)

A NO VA

SOURCE DF SUP SQUARES MEAN SQUARE F-RATIO
REGRESSION 3 1.3526E00 4.5088E'1 1.4035E+1

RESIDUAL 3 9.6378E'2 3.2126F,2
TOTAL 6 1.4490E0

R SQUARE: 0.933487063
RTD ERROR: 0.1792372431

COEFFICIENTS T STATISTTCS
0.5362 0.7998to0.4507 2.74
1.1815 3.7876

"0.9q73 2.1885
flO YOU WAA!T A PRINTOUT OF THP VARTANreP-COVADrIAICF 'A7',IX?VIN
DURrTN-WATSON: 1.492834464
DO YOU WANT TO FORECAST A VALUE FOR Y?

DO YOU WANT TO SCAT RESIDUALS VS. PREJI"TED Y?Y
RANGE OF X: 0.4 1.8
RANGE OF Y: "0.2 0.2

Ta

I o

.,1.906 1.75641A019 O.149573101u
S0. 55 q 0. 5210857222 0. 03711427776I .435 1.561841667 0.12 6 PAF

,• •0.939 1 .101710411 "O.S47101'00A

0. 51 1 . 413.?.r25522 n . 01 'F71741,7814

10

["" ' .2•30 1 0R, 5P 5, . 5 O s rn

i'1.102 1.1075 2013 "~l9. 5•75~0l~t¢

0.55~ 0.5210857222 ioi03~1477



S.1

Z4.S2 REGRESS (2xXlxX4),(4GX2*1*2),( (X5*X'3)*1+2)

A NO VA

SOURCE DF SU SPUARES MEAN SUAPE F-RATIO
"REG.RESSsOr 3 1.49•8,s00 4.999q4T1 1.3068÷'1A

RySIDUAL 3 1.1477E-1 3.8258F-2
TOTAL 6 1.6146E60

R SQUARE: 0.9289143785
STD ERROR: 0.1955969662

COEFFICIENTS T STATISTICS
K 0.1185 0.162

0.5471 3. 0478
1.0069 2.9581
"0.847 1.7033

DO YOU WANT A PRINTOUT OF THE VARIANCF-COVAqIANCE MATRIX?
N
DURBIN-WATSON: 1.296471296
DO YOU WANT TO FuRECAST A VALUE FOR Y?
N
DO YOU WANT TO SCAT RESIDUALS VS. PprDICT7, D Y?
7
RANVGE OF X: 0.4 2
RANGE OF Y: 0.2 0.2

I o

52,Z i
2.025 1.814U810071 0.1841819287
0.617 0.6011698712 0.01083012P77
1.442 1.608561 0.1665609197
0.887 1.065525015 0.1785250153
0.502 0.477593823 0.054240r,17P9
1.115 0.9846729568 0.1303270432
1.126 1.160501703 0.O03450170338
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Z4'-S3 REGRESS (2EX1XX4),(4*X2*1,2),((X5*X3)*1+2)

ANOVA

SOURCE DF SUM SQUARES 4IEAN SQUARE F-RATIO
REGRESSXON 3 1.1469E00 3.8226E'1 4.6064E+1

RESIDUAL 3 2.4895E-2 8.2984E"3
TOTAL 6 1.1717E0

R SQUARE: 0.978752256
STD ERROR: 0.04109548491

COEFFICIENTS T STATISTICS
0.89314 2.6222
0.4386 5.2463
1.1298 7.1266

"1.1242 '4.8538

DO YOU WANT A PRTNTOUT Or THE VARTANCR-COVARIANCE MATRIX?I
N
DUR)TrN-rATSON-: 1.903207432
DO YOU WANT TO FORECAST A VALUE FOR Y?

DO YOU WANT TO SCAT TFSTDUALS VS. PREDTCTEP Y?

RANGE OF X: 0.4 1.8
RANGE OF Y: "0.1 0.1
I • i

I. aI

,, I

53,Z
1.707 1. 6515747916 0.05542520401
0.559 0.52,0570653 0.038429114711
1.49 1.51U377125 0.04U3771254t
0.977 1.0530765n2 0.0760765117u
0.525 0.5440157F3 0.01q01576101
1.212 1.114i383706 0.017AI9213PI
1.137 1.18Pn213F.5 0.0511213AL A5
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'II

Z4-S4 REGRESS (2xXlxXt4),(4#X2*1t2),((X5fX3)*%'
2 )

A NO VA

SOURCE DF SUM SQUARES MEAN SQUARE F-RATIO

SRERESSION 3 1.3354E00 L4.4513Et- 1.i.B50E1o

RESIDUAL 3 7.3982E"2 2, 4661!-'2

" TOTAL 6 1. 4094)Po

R SQUARF,: 0. 947507424.7
STD rROR: 0.1570367694

CO, FFIC IENTS T STATISTICS
0.4859 0.8272
0.4814 3.3405
1 .1057 14.0457
0.979 2.4521

DO YOU WANT A PRTlNTOUT OF THE VARIANC,-COVARIANCE MATRIX?

DURRIN-WATSON: 1.430730445

DO YOU WANT TO FORECAST A VALUE FOR Y?

DO YOU WANT TO SCAT RESIDUALS VS. PREDICTED Y? r

!RANGE OF X: 0.4 1.8
RANGE OF Y; "0.15 0.15

0 0

I---------------------------

1,8q2 1.756611175 O. 1 3 530882u8

0 ,577 0 . 5 4 8452062q O. 02854713706

1.452 1.57003173 0. 118031n72'5

1 .931 1.075558PI2 0.1.Au55SFql8

0.51 0.410366112 0.01 i31rn87q7

1.188 1 , 0 5758030g 9.1304116900
1 .12 1.171311119 -0. 0513111119•
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Z(S1 RRRESS (((2•xI)*2)xX4),(4•.,X2.1,2), ((X3#XS)*1,2)

A A7O VA

SOURC, nF SUM SQUARES MEAN SQUARE F-RATIO
REGRESSION 3 1.4150E00 4.7 67F,1 .1616E÷l

fRESrDUAL 3 3.4002E-2 1.1334LE2
TOTAL 6 1.4490r0O

R SQUARE: 0.9765346449
STD ERROR: 0.1064605627

COEFFICEXNTS T STATZSTZCS
2.9736 4.1419

0.208 5.135
1.0298 5.458

• 4.04,95 3, 4965

DO YOU WAN? A PRINTOUT OF THE VAPIANCE-COVARIANCE MATRIX?

DURBIN-WATSON: 1.709393195
"DO YOU WANT TO FnRECAST A VALUE FOR Y?

DO YOU WANT TO SCAT RESIDUALS VS. PREDICTED Y?
Y
RANMP OF X: 0.4 2
RANGE OF Y: 0.1 0.1
I 0j

I0

"• Si, z
1.906 1.826261553 0.0717301.4743
0.559 0.525334J7306 0.03366526936
1.435 1.5258725 0.09087250011
0.9313 1.00`544166 0.066486C,008
0.`51 0.41 5394 704 0.010'6052q5F,
1.243 1.145123686 O.09787631386
1.102 .13664114 0.06441139qq3
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Z+S2 REGRESS (((2xXl)*2)xX4),(4+X2*1#2).((X31X5)*1,2)

A NO VA

SOURCE DF SUM SQUARES MEAN SQUARE F-RATIO
REGRESSION 3 1.5728E00 5.2427E'l 3.7649E+l

RESIDUAL 3 4.1776E-2 1.3925E-2
TOTAL 6 1.6146E0

R SQUARE: 0.9741257908
STD ERROR: 0.1180061862

COEFFICIENTS T STATISTICS
"2.5667 3. 2253
0.2L486 5.538 I
0.81465 14.0476
3.2114 2.5016

DO YOU WANT A PIrTOU7' OF THE VARTANCE-COVA.PTANCI PAT7"IX?,

DUP IN-WATSON. 1.345852334
DO YOU WANT TO FOR'CAST A VALUE FOR Y?

DO YOU WANT TO SCAT RESIDUALS VS. PREDICTEP Y?Y
RAN G OF 9: 0 2r

RANGE OF Y: "0.15 0.15

I- -- - 0-------------------------------

52,.Z
2 . 0 2 5 1 . q 1 2 1 8 1 8 R3 O . 1 1 2 8 1_8 1 1 "7 U .

0.612 O. 0OF512265, 0.005487734U27
1.442 1.5711422061 ".1214?20FO7
0.887 0.q5q124522A 0. 072124A5?22P1
0.502 .44189q76576 0.0521023423A
1.115 1.0554511I 0. 0595401o 1111. 12f;I. 151401rG R 0. 0284=0162198

106

. a,• ,



Z5S3 REGRESS (((2xXl)*2)XX4),(44X2*1,2),((X3,XS)*1,2)

A NO VA

SOURCE Pr SUM SQUARPS MFAN SQUARE F-RATrO
REGRKSSrom 3 1.1663E00 3.8878E1 2.1906E+2

P',, DUAL 3 5.3242F-3 1.7747E'3

,Qt7ARt7- 0.9954558534

STD ERROR: 0.04212758929
coErFv'rIrENTs T STATISTICS

"i .9864 10.5121
i,: ,J0.1!'899 11.8467
•i'I 0 841 13.1807
•:,"4.34•79 9.4872

DO YOU WANT A PRINTOUT OF THE VARIANCE-COVARIANCE MATRIX?

DURB IV.-ATSuN: 2.841201446
C" Yi 0!1WAN'&' TO FORECAST A VALUE FOR Y?

DO YOU WANT 7," SCAT RESIDUALS VS. PREDICTED Y?

RASGP, 171' Xt 0.4 1.8

....RAN 7, Y: "1. 04 0.06

0 0

00

0 0

S3,Z
1.707 1.719449471 0.01244947073
0.559 0.5311134601 0.02788.53989
1.49 1.4782531498 0.0117465021
0.977 0.9828400917 0.005840091717
0.525 0.5578202619 0.03282026191
1.212 1.167041473 0.04495852676
1.137 1.170481744 0.0348174438
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Z.S4 REGRESS (((2xX1)*2)XX,4).(4*X2*.12).((X3+X5)*12)

A NOVA

SOURCE DF SUM SQUARES MEAN SQUARE F-RATIO
REGRESSION! 3 1.3894E00 4.6314E-1 6.9615E+1

RESIDUAL 3 1.9959E2 6.6529E3

TOTAL 6 1.'4094EO

R SQUARE: 0.9858386487
STD ERROR: 0.08156517286

COEFFICIENTS T STATISTICS
"2.8327 5.15
0.2173 7.0017
0.9526 6.5898
3.8331 4.3199

DO YOU WANT A PRINTOUT OF THE VAREANCE-COVARTANCF, MATRIX?
N
DURPIN-WATSON: 1.598984712
DO YOU WANT TO FORECAST A VALUE FOR Y?
N
DO YOU WANT TO SCAT RESIDUALS VS. PRVDICTP'D Y?
Y
RANGE OF X: 0.4 2
RANGE OF Y: 0.1 0.1

1 0

I----------------------------------

00

S4.Z
1.892 1.826496706 0.06550329443
0.ý77 0. 5548634763 0.02213652372
1.452 1.527993736 0.075q9373607
3.931 0.q823250012 0.05132500924
0.51 0.4172515752 0.012746142u81
1.188 1.118661261 1.06933873gq2

1.12 1.162406235 -0.ru2a0F23458
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A4*b (2icX1)*2jf
B4- X2*1*2 )x (X3f X5)*1#2)

Z.SIl REGRESS (A*2),B

ANOVA

SOURCE DF SUM SOUARES MPAN SOUARE F-RATIO
REGRESSION 2 1.4002E0O 7.0008K'-I 5.7328E+i

RRESIDUAL 4 4.8847E-2 1.2212E-2
TOTAL 6 1.41490F0

1 R SOUARE: 0.q662893666
STD ERROR: 0.1105068706

COEFFICIrrNTS T STATISTICS
0.5151 2.5324
0.0172 5.5232

O2.2095 5.1911DO YOUl WANT A PRINTOUT OF THlE VARIANCE-COVARIANCE MATRIX?
NSDURBIN-WATSON.- 1.421375557

DO YOU WANT TO FORECAST A VALUE FOR Y?
N
00 YOU WANT TO SCAT RESIDUALS VS. PREDICTED Y?
Y
RANGE OF X: 0.4• 2
RANGE OF Y: "0.2 U.15I ! •

eL

------------------------

j1,9 016 1.86U41334A 0.0415SF,65157

0.559 0.5684681973 0. O09:4681973U9
1.4,35 1.498560850 -0. 06356085124

0.939 1.09098087 0.1519808F97
0.51 0.4885860395 0.021141396053
1.243 1.105816002 0.1371639083
1.102 1.077154684 0.02484531594
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Z.S2 REGRESS (A*2) ,B

ANOVA

SOURCE DF SUM SQUARES MEAN SQUARE F-RATIO

REGRESSION 2 1.5706E00 7.8528E-1 7.1325F+1

RESIDUAL 4 4.40140-E2 1.1010E'2

TOTAL 6 1.6146o0

R SQUARE: 0.9727240819
STD ERROR: 0.1049280381

COFFFICIENTS T STATISTICS

0.3978 2ý 05970.0221 7.4628
1.7916 4,.354,2 :

DO YOU WANT A PRINTOUT OP TFRE VARIANCE-COVAxIANCE ,,4TRIX?

DURR•P-WATSON: 0.9997641418
DO YOU WANT TO FORPCAST A VALUF FrR Y?

Do YOU WANT TO SCAT IPSrDUALS VS. P.?F vrC•.tT Y?

RANGE OF X: 0 2RAflaM OF Y" "0.15 0.1

0 0i

-------------------------------------------------------

2.025 1.962851577 O.Or2148423

L0.612 0. 63194615890 0.022q61 15BPS
S1.442 1.544825096 0.1028250161

0 .887 1.01016144L - .1231614436
0.502 0.4g7076n,0918 0.03123111823
1.115 1.016788820 0.09821117101
1.126 1.06A63881 4 0 .0573UljnP21
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Z4-53 REGRESS (A*2),

A NO VA

SOURCP DF' SUM SQUARE~S ME~AN SQUAPP F-RATIO
REGRESSION 2 1.1370F,00 5,684SE 1 6,5517R+l

RIDUAL 4 3.4707E-2 8.6768,'3
TOTAL 6 1.1717Eo

R SQUARE: 0.9703776962
STD ERROR: 0.09314q4911

COEFFICIFrmTS 7' STATISTICS
"0.4412 2.57350.0139 5.2997

2.2448 6.1457
DO YOU WANT A PRrrTOUT OF TME VARIANCE-COVARIANCE MATRIX?

N
DURBrN-WATSON.. 1.89004.8191
DO YOU WANT TO 7ORPCAST A VALUE FOR Y?

DO YOU WANT TO SCAT RESIDUALS VS. PREDICTED Y?

RANGE OF X: 0.4 1.8
RANGE OF Y: 0.15 0.1

- 00

I -- -- - - -- - - -- - - -0

"4', 0

$3,Z
4 1.707 1.752415297 0.0u514152q724,

0.559 0.57411868:37 -0.01511868e371
"1.49 1.436550027 0.053u1097135
0.977 1.1114651lq 0.1344651IP 5
0 0.525 0.533491179 0.00841q17101
1.212 1.128312553 0.0836874•L727
1.137 1.070647071 0.06635292882
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Z4,S4 REGRESS (A*2),R

ANOVA

SOURCE DF SUM SQUARES MEAN SQUARE F-RATIO
REGRESSION 2 1.3736E00 6.8681E'1 7.6817E+1

RESIDUAL 4 3.5763E'2 8.9407E-3
TOTAL 6 1.409490

R SQUARE: 0.974624,903
STD ERROR: 0.09455552257

COEFFICIENTS T STATISTICS
"0.4544 2.6107
0.018 6.7579
2.0873 5.6295

DO YOU WANT A PRINTOUT OF THE VARIANCE-COVARIANCE mATRIX?
N
DURRrN-WATSON: 1.289508585
DO YOU WANT TO FORECAST A VALUE FOR Y?
N

DO YOU WANT TO SCAT RXSTDUALS VS. PREDTCtrD Y?
Y
RANGE OF X: 0.4 2

, RANGE OF Y: 0.15 0.15

1 0I-------------------------

S4,Z
1.892 1.867481112 0.02451R88817
0.577 0.592610303 0.015A'103029R
1.452 1.497021268 0.0450212684
0.131 1.06743801 0.13P.43.R0095
0.51 0.4938865991 0.016113U0093O4

1.188 1.07ql49072 0.108050q277
1.12 1.071613636 0.04838639407
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Z*-S1 REGRESS (A*4),B

ANOVA

SOURCE DF SUM SQUARES MEAN SQUARE F-RATIO
REGRESSION 2 1.3977E00 6.9883E'1 5.4427E÷1RrSIDUAL 4 5.1358E-2 1.2840E'2

TOTAL 6 1.4,490EQ

R SQUARE: 0,9645561693
ST17 ERROR: 0.11331206141

COEFpICINr1 Ts T STAT TSICS I
"0.3209 1.4751
0.0003 5.3683
2.2773 5.1505

DO YOU WANT A PRINTOUT OF THE., VARIANCE-COVARZANCE MATRIX?

PURR N-WATSOiV: 1,425988595
DO YOU WANT TO FORECAST A VALUE FOq Y?

DO YOU WANT TO SCAT RESIDUALS VS. PREDICTED Y?
Y
RANGE OF Xi 0.4 2
RANGE OF Y: "0.2 0.1S

S~SI,

1 .406 1,1RR34276 "0.0128347755
S0.55q 0.52ql61UO45 0.02r,83851555

1.435 1. I36IC783q " .001167838711
0.919 IS.0R222515 0.1512225153

50.56889458 0.0518 45

1.243 1.11 413692 0.1237563075

1.102 1.023475F•94 0.07852U30642
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I ~Z4-S2 RKI'RESS (A*4) R

A NOVA

SOURCRO DF SUM SQUARES MEAN SQUARF F-RATIO
REGRESSION 2 7.84049o 1 6.7412•, '1

RESIDUAL 4 4.6522E,2 1.1630ER2
TOTAL 6 1..6146E0

i:•R SQUARE% 0.971186688.
S~STD ERROR: 0.10718446125 ,

COEFFICIENTS X STATISTICS
"0.1"N8 O0.714710

S 0.,0003 7. 24,62
1.5 8252 4,. 3379•

•, DO Y•OU WANT A PRINTOUT OF THE VARrANCE-CO/A.RIANCE! MATRIX?

0 25 DURE6N-WATSON, 0.9632304298 0
DO YOU WANIT TO FORECAST A VALUE FOR Y?

S~N
DO YOU WAN? TO SCAT RESIDUALS VS. PREDICTED Y?
y

SRANGE OF X: 0.5 2.5
0.A7GE OF Y: "0.15 0.15

0.5025 203343791115 0.007471~1535

1.115 1.033515936 0.081148406F43
1.126 0.99q6356707 n.126364321V3
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I
Z.S3 R F,CRSS (A*R ) ,/A

ANOVA

SOURCE DF SUM SQUARFS MFAN SQUARF F-PATIO
REGRESStOtV 2 1.1108E00 5.5540)'1 3.6503E+1

RFS.rDUAL 4 6.0860E2 1.5215P-2
TOTAL 6 1.1717FO

R SQUARE: 0.9480564833
3TD ERROR: 0.1233493159COEFFICriESi T STATISTICS

0.3001 1.2674
0. 0002 3, 7813

2. 3164 4.8127
DO YOU WANT A PRINTOUT OF THE VARIANCIP,-COVARIAN"r,, MATRIX?
N
DURBIN-WATSON: 1.810947154
DO YOU WANT TO FORECAST A VALUE FOR Y?
N
DO YOU WANT TO SCAT RESIDUALS VS. PREDICTFm Y?
Y
RANIGE, OF X: 0.4 1.8
RANCE OF Y: 0.2 0.15

I----------------------------
* I

vi

1.707 1.777880015 0.070R8001915

0.559 0.5379012577 0.02101O7L4234
1.4•' 1.381032527 0.10816•7 72'7

0.977 1.128032676 0.1510321 762

0.525 0.6005207403 0.07552074021
1.212 1. 150628278 0. 0F.1717?232
1.137 1.0309q6'426 0.1060035743
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Z4-S4 REGRESS (A*U),R

A NO VA

SOURCE DF SUM SQUARES MEAN SQUARE F-RATIO
REGRESSION 2 1.3622E00 6.8108E 1 5.7709E÷1

RESIDUAL 4 4.7208E-2 1.1802E'2
TOTAL 6 1.4094E0

R SQUARE: 0.9665043083
STD ERROR: 0.1086369388

COEFFICIENTS T STATISTICS
"0.2553 1.2243
0.0003 5.7989
2.1296 5.0238

DO YOU WANT A PRINTOUT OF THE VARIANCE-CO VARIANCE MATRIX?
N
DURBIN-WATSON: 1.336659174
00 YOU WANT TO FORECAST A VALU, FOR Y?

DO YOU WANT TO SCAT RESI'DUALS VS. PPRDICTPD Y?
Y
RANCE OF X: 0.4 2
RANGE OF Y: "0.15 0.15

4 Z

$34,Z

1.892 1.919478335 0.02747833468
0.577 0.550273689q 0.02672F31014
1.452 1.430344515 0.02165548527
0.931 1.07789114q O.-LL68q3148S
0.51 0.5785205106 -0.06852051162
1.188 1.09701380q1 0.09O931112
1.12 1.016'425q93 1.10357I&0072
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I
AA-,(Xlx4,)x( (1•X2) ,1÷•)x( ( 1 X 5) , •5 )

BB4-(X3xX4)*i*3

Z4-S1 REGRESS (AA*2) RB

I
A NO VA

SOURCE DF SUM SQUARES .fEAN ROUARE F-RATTO
REGRESSION 2 1.4223E00 7.1115P-1 1.0654#+2

RESIDUAL 4 2.6701F'2 6.6753E'3
TOTAL 6 1.4490F0

R SQUARE: 0.9815729219
STD ERROR: 0.09170225859

COEFFICIENTS T STATISTICS
"1.4131 4.0925
2.0433 14. 3735
0.4585 4.6665

DO YOU WANT A PRINTOUT OF THE VARIANCE-COVAP rANCE' MATRIX?
N
DURBIN-WATSON: 2.56431262
DO YOU WANT TO FORECAST A VALUE FOR Y?
N
DO YOU WANT TO SCAT RESIDUALS VS. PREDICTED Y?

RANGE OF Xo. 0.4U 2
RANGE OF Y: "0.05 0.15

0

0

2'

s1.z
1.906 1.qU7833q77 0.9183317746
0.559 0.5623501076 0.003350107FA01
1.435 1.u23102667 0.011897133331
0.939 .9"7782211447 0.03882214471
0.51 -).5573728049 0.0'473728048q
1.243 1.01316579 0.14313421
1.102 1.125652500 0.021652508R 7
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j Z*S2 REGRESS (AA*2),BB

A SO VA
SOURCE MEAN SQUARE F-RATIOD•SUC F SU?4 SQUARES$~584

REGRESSION 2 1.5997E00 7. 987E1i

RESIDUAL L j.4849ES2 3.712123

TOTAL 6 1.6146E0

R SQUARE: 0.9908035651
STD ERROR: 0,06092725545

COEFFICIENTS T STATISTICS
1.6193 -6.289
2.1716 20.4843
0.5039 6.8772

O0 YOU WANT A PrINTOUT OF THE VARIANCF,-COVARTANCE MATRIX?

DURP,'N-WATSON: 1.427333649
00 YOU WANT TO FORECAST A VALUO FPO 77

nt0 YOU WANT TO SCAT RFSI7)UALS VS. PRKRDCTK0 Y?

7
,ANGPr' OF X: 0.5 2

RAN.GE OF Y.. 0.1 0.1

100

-------------------

S2.025 1,998140185 O. 0 2 6 85 9 015144

0.612 0.5280021319 0.08319786856

1.4 42 J.44R145766 "0.0145766US5

0.887 s.k3lu1U¶807 0.07Ur1',AOF.

(1.502 0.53034S1005 0.028 3a8100"16

1.126 1 .t39Cq5226 n0.1361522A07
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JI

Z.'S3 REGRESS (AA*2),BF

ANOVA

SOURCE DF SUM SQUARES MEAN SQUARE F-RATIO
REGRESSION 2 1.118SE00 5.5928P1 U.2128E÷1

RESIDUAL 4 5.3102E£2 1.3276F,2!,TOTAL 6 1. 1717E0

R SOUARE: 0.9546777874
STD ERRORt 0,1152196689

COEFFICIENTS 7' STATISTICS
1.3502 2.7728
1.827 9.1131
0.4724 3.4094

DO YOU WANT A PRINTOUT OF THE VARIANCE-COVARIANCE MATRIX?
N
DURBIN-WATSON: 2.214813524
DO YOU WANT TO FORECAST A VALUE FOR Y7?
N
DO YOU WANT TO SCAT RESIDUALS VS. PREDICTED Y?
Y
RANGE OF X% 0.4 2
RANGE OF Y: "0.15 0.15

a

I -- - --------------------

0 A

53.,Z
1.707 1.826353334 "0.I1.q353 3 33 8
0.559 0.59623140839 "0.03723L0R313
1.49 1.306023q81 0.1039760191
0.977 0. 9144L9040q18 0.0320595082

0.525 0.6204137106 0.09541371057
1.212 1.084050349 0.12794965114
1.137 .1148qOuO5 "0.01190405034
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Z+S4 REGRESS (AA *2),RB

ANOVA

SOURCE DF SUM SQUARES MEAN SQUARE F-RATIO
REGRESSION 2 1.3937E00 6.9683E'1 1.7748E+2RESIDUAL 4 1.5705E2 3.2262E3

TOTAL 6 1.4094•E

R SQUARE: 0.9888569863
STD ERROR: 0.06265913215 I

COEFFICIENTS T STATISTICS
"1.4693 5.5487 I

2.0289 18.6091
0.14784 6.3486

DO YOU WANT A PRINTOUT OF THE VARTANCE-COVA9IANCE AfATPIX?
N

DURRN-WATSON: 2.645165667
DO YOU WANT TO FORECAST A VALUE FOR Y?

NIDO YOU WANT Tn SCAT rrSIUATS VS. PRrnrITRn Y?
7
*?AllNG OF X:. 0. 4 2

A RAV., OF Y: "0.1 0.1L:I
0!

I-------------------------

* 0

S4,Z
1.892 1A.31289602 0.0312RI60226
0.577 0.5588261138 0.018173SSF.25
1.452 1.420053553 0.031046U4683
0.931 0.q62,3232127 "0.031q2312126
0.51 0.5645143817 "0.054514t1 173
1.188 1.09520n,397 0.0q2?7TV3,O32S
1.12 1.136286F66 .016 28FA5.166
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Z4-S1 REGRESS (AA*3t2).BB

ANOVA

SOURCE DF SUM SQUARES MEAN SQUARE F-RATIO
REGRESSION 2 1.4296E00 7.1478E1 1.4697E+2

RESIDUAL 4 1.9453E'2 4.8633E-3
TOTAL 6 1.4490E0

R SQUAR': 0.986574787
STD ERROR: 0.069737506e6

COpFFICIENTS T STATISTICS
"1.7842 55.7754
2.3688 16.8837
0.4622 5.5072

DO YOU WANT A PRINTOUT OF TIHE VARrANCE-CoVAPTANCR MATRIX?

DURBpN-WATSON. 2.304"473244
DO YOU WANT TO FORECAST A VALUE FOR Y?
N
DO YOU WANT TO SCAT RESIDUALS VS. PREDICTED Y?
7
RANGE OF X: 0.4 2
RANGE OF Y: 0.1 0.15

1-2 - - - - - - - - - -

1.906 1.104U,334068 0. 001965q32428
0.559 n.55551933q5 O.0O034S1660541
1 .435 1.448• q75135 "0. 01397511464
0.939 .O004,6204,18 "0.0656204•1811
0.51 0.506•3837A2 0. 003616218014
1.243 1. 12879516 0. 114U2048403
1.102 1.14U,5372918 -0. 04,3372118214
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}Z4-2 RP,,?P'SS (AA.3*2),EIR

A NO VA

SOURCE DF SUM SQUARFS ,PEAN SOUAPr F-RATIO

REGRESSION 2 1.5867p00 7.9335E 1 1.1373E+2

RESIDUAL 4 2.7g04•_2 5.9760P''3

TOTAL 6 'L. 61L46'0

R SQUARE: 0.9827177035
STD ERROR: 0.08352232771

COEFFZCIENTS T STATISTICS
1.9881 5.3731
2.5003 14.88
0,5029 5.0031

DO YOU WANT A PRIrTOUT OF THE VARIANCE-CO VARIANCE MATRIX?

N
DURBIN-WATSON: 1.361783889
DO YOU WANT TO FORECAST A VALUE FOR Y?

DO YOU WANT TO SCAT RESIDUALS VS. PREDICT'ED Y?
y
RAN•E OF X: 0 2
RA•,)AG, OP' Y" "0.1 0.1

2 °

2.025 1.946574227 0.07842577321
0.612 0.5249410664 0.08705891358
1.442 1.472866743 "0.03086674309

0.887 0.91)35J400853 0.106504•0853

0.502 0.4799SQ26'I8 0.02201573524
1.115 1.1317P8352 0.016788357142

1.126 1.1597U,261 0.03334126125
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Z4-S3 REGRESS (AA*312),BB

A NO VA

SOURCE DF SUM SQUARES MEAN SQUARE F-R.'TOrO
REGRESSION 2 1.1439F00 5,7196F'1 8.2469E+1

RESIDUAL 4 2.7742E'2 6.9355E3
TOTAtL 6 1.1717E0.

R SQUARE: 0.9763226687
STD ERROR: 0.08327937299

COEFFICIENTS T STATISTICS
"1.71 4.6349
2.1366 12.7524
0.4811 4.8

DO YOU WANT A PRINTOUT OF THE VARIANCE-COVARrANCE MATRIX?
N
DURBTN-WATSON: 2. 22229438
DO YOU WANT TO FORECAST A VALUE FOR Y?
7
DO YOU WANT TO SCAT RESIDUALS VS. PREDICTED Y?

< Y

RANWr OF Y: "0.1 0,15

0o 0

"S3,Z
"1.707 1.793256787 0.0862ir,78731

0.559 0.585S6314384 0.026563U,38L42
1.49 1.•412172514 0.07782745316
r.977 0.1672395632 0.009160436753

0.525 0.570747•1142 0.04574779424
1.212 1.110058275 0.1019417251

1.137 1.167961896 0.0309618958
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Z4-Si4 RE'GRES3S (AA*3+2),BB

A.10VA

SOURCE' D" SUM SQUARPFS MAlr~ff SOUARF F-RATrO

nmso 1.99o ~ g4 .44,+2.

RE~SIDUAL1  4 q.4990R-3 2.3748F,-3

fA

'T(ITAL 6 1.Z&094P0

A SQUARE: U.qF32601078
STD ERROR: 0.04873147146

(;99FFrCIENTS T STATISTICS
1.8366 ".5076
2.3512 23.9822
0.4818 8.2156

DO YOU WANT A PRINTOUT OF THE VARIANCE-CO VARIANCE MATRIX?

DURBIN-WATSON: 2.36840413
DO YOU WANT TO FORECAST A VALUE FOR Y?

DO YOU WANT TO SCAT RESIDUALS VS. PREDICTED Y?
Y
RANGE OF X: 0.4 2
RANGE OP Y: 0.06 0.08( I

€',!)

ii• o

I:

SS4 ,Z

I.8q2 1.887845824 0.00415i4175n18
0.577 0.5522401586 0. 0.2475)041t42

I. 452 1.4 51118 r 0.005488013759

0.931 0.i896040021 "0.BA,0400208
0.51 0.514066F 151 0.00t4066915131
1.188 1.1239324751 0.0FU075?L2895
1..2 1.155805483 0.03580548282

124

- • , - ... . -_,• +2 j "-'2 •< '":... ~+.,.:.+4 +:.++ . ....... . . . *,." o*',.••



APPENDIX D

NORMALITY PLOTS
"All Possible Subsets Regression" was applied to the best

equation, number ((13)), to check the assumption about the

residuals being normally distributed with mean, zero and
2j

variance a. BMDP9R [7] was used as program package.

Figures 8 through 11 show normaJ probability plots forI
standardized residuals for Groups I1 through 4. If the

assumption about normality was met, the standardized resi-

duals versus the expected normal values would follow a

straight line. This is however not the case for either of

the four groups.
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NORMAL PROBABILITY PLOT FOR STANDARDIZED RESIDUALS
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Normal Probability. Plot, Group 1
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*14 II

NORMAL PROBAB1I.ITY PLOT FOR STANDARDIZED RESIDUALS
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Figure 9
Normal Probability Plot, Group 2
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NORMAL PROSABILITY PLOT FOR STANDAROIZED RESIDUALS
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NORMAL PROBABILITY PLOr FOR STANDARDIZED RESIDUALS

CoA 6 o4. eo4me ~eQ4Q•e÷ e04Oe••• w~ 0• ~

+÷

N ..O

0E * • "

So60 +0

E .30 +

00

129

R 000 + 0
M

•LL

i: V -*•3 0 +0 4

" ~-.60 +.

• -1.2 +o

16-L75 -1.05 -. 350 .350' L 03 5i- -L.4O -. eT-00 0.1) .00 TOO.s0
E•[ •STA!40ARDIZC-0 RESIOUAL
.. Figure 11

Normal Probability Plot, Group 4

S. ... . •" . . . ., ,12 9ll•r,



Another interesting question answered by "All Possible

Subsets Regression" was: which one of the independent

variables gave the most weight to the regression analysis?

For candidate model number ((1)), the untransformed data,

kill probability, X1 , and maximum range, X2 , gave the highest

weight for all four groups, with missile price as the third

highest weighted variable. Reaction time, X and average

missile speed, X4 , were both removed from the "best" subset

in all four groups. So also was X for the expert group

(number 3). Out of all possible subsets for all four groups,

Group 2 using independent variables XI• X2 and X5 gave the

overall best result with an Mallows' Cp = 2.87 [8; pg. 532],

which is close to the ideal value 3.00. For further details

see Table 15. I
The same procedure was applied to the data transformed

by the best equation using Group 4 as an example. In this

case the "best" subset gave a result almost identical to

that one obtained by "REGRESS"; see Table 16 for details.

3
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Table 15

Statistics for Bost Subset for Candidate

Model Number ((1))

Group 1:

STAT[STICS FOR 'BEST$ SUBSET, M~1ALLOWS1 CP • •
SQUARED MULTIPLE CORRELATION 0*91;658
MULTIPLE CORRELATION 0,913822SADJUSTED. SQUARED MULT. CORR* 0.95316
RESIDUAL MEAN SQUARE 0.011002
STANDARD ERROR OF EST. 0.104892
F-STATIST 41,70
NUMERATOR CEGREES OF FREEDOM 3
DENOMINATOR DEGREES OF FREEDOM 3
SIGNIFICANCE 00060

VARIABLE REGRfSSION STANDAtD
NO. NAME COEFFICI ENT ERROR

INTERCEPT -0.798151 0.625964I1 x 2.79295 0.7491502 X-0.0203927 0.00553846
5 X5 0.4980940-06 0.2418510-06

STAND. T- 2TAIL TOL- CONTRIBUTION
COEF. STAT. SIG. ERANCE TO R-SQUARED

-L.647 -1.28 0 292
0.495 3.73 0.034 0.442672 0. 108504

-0.424 -3.68 0.035 0.5890ol 0.Lo5835
0.!33 2.06 0.132 0.609721 0.033112

THE CONTRIBUTION TO R-SQUARED FOR EACH VARIABLE IS THE AMOUNT
BY WHICH R-SQUARED 8OUL REDUCED IF THAT VARIABLE WEREREMOVED FROM THE REGREssluEA

1.7



I iJ r

I i

Group 2:

STATISTICS FOR 1BEST' SUBSET
1ALLOW S' CP 2,.7
SQUARED MULTIPLE CORRELATION 0.9U80SMULTIPLE COJRRELAT ION 0.9902.1
ADJUSTED SQUARED MULT. CORR. 0.96105
RESIDUAL M EAN SQUARE 0.010483
STANDARD ERROR OF EST. 0. 102385
F-SrAI STIC 50.34
NUMERATOR OEGREES OF FREEDOM 3
DENOMINATOR DEGRE ES OF R EEDOM 3
SIGNIFICANCE 0*0046

VARIABLE REGRESSION STANDARD
NO. NAME COEFFICIENT ERROR

INTERCEPT -L.03218 0.611004
. XL 3.0051B 0.731245

1>2 Z-0.0 11122 0.00540609[ 5 X5 0.758671L0-06 0.2 360710-06

SAND. T- ZTAIL TOL- CONTRIBUTILN
COEF. STAT. SIG. ERANCE TO R-SQUARED

-1.,990 -1.69 0.190
0.498 4.11 0.026 0.442672 0. 109654

-0.332 -3.1T 0.051 0.58911o 0.065051
0.332 3.21 0.049 0.609721 0.067055

THE CONTRIBUTION TO R-SQUARED FOR EACH VARIABLE IS THE AMOUNT
BY WHICH R-SQUARED WOULD BE REDU$ET IF THAT VARIABLE NERE
REMOVED FROM THE REGRESSION EQUA IKN.
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S,7

Group 3.:

STATISTICS FORl 'BESTO SUBSET
MALLOW CP 0.57
SQUAREO MULTIPLE CORRELATION 0962.50
MULTIPLE CORRELATION 0.98107
ADJUSTEyDS0 Q •UARýUMLT. CRR. 0.94374
RE sUAL N A .10986
sTANDARD ERROR OF EST. .:1o4812. STATISTIC 51.33
NUMERATOR OEGRiJ S OF FREEDOM 2
DENOMINATOR DEGREES OF FREEDOM 4
SIGNIFICANCE 0.0014

VARIABLE REGRJIS tON STANDARD
NO. NAME COEF I NT ERROR

INTERCEPT -0.790969 0.565939
I XL 2.87949 0.647942
2 X2 -0.0229680 0.00552599

. TANL). r- 2TAIL TOL- LUNutroUTION
COEF. STAT. SIG. ERANCE If ,-SQUARED

-1.70o -1.*4 0.235
0.56.0 '+.,'. 0.011 0.590861 0.185173.

-0.524 -4.L6 O.OL4 0.590861 0.161974

THE CONTRIBUTION TO R-SQUARED FOR EACH VARIABLE IS THE AMOUNT
BY WHICH R-SQUAREO WOULD BE REDUCED IF THAT VARIABLE WERE
REMOVED FR M THE REGRESSION EQUATION.
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I

•.- Group _ 4 :

"STA7ISTICS FOR IBEST4 SUBSET
MALLOWS' CP 24.7
SQUARED MULTIPLE CORRELATION 0.97476
MULTIPLE COREDULAT .ON 0998730
MADJUSTED SQUA ED MULT CORT. 0.94352
RESIDUAL MEAN SQUARE O°OLL92•" STANDARD ERROR OF EST. 0.110417LT

F- S ATIST C 38.62
NUMERATOR OEGREES OF FREEDOM3DENOMINATOR DEGREES OF FREEDOM 3
SI GNI FICANCE 0,0068

V!ARIASLI CREGRESSION STANDAR
N. NAM 0 COTFFRROR

INTERCSPT -0 696638 0.658937
IX. 2. 69054 0.788617
2 X -0.0216604 0.0058302U
5 X5 0. 5185340-06 0.2545910-06

STAND. T- VTAIL TOL- CONlTRIdUT1uNCOEF. STAT. SIG. ERANCE TO R-SQUAMto
0: 4 0, 3: 4 1 0, 04.O 2 0 ,44 26 7 2 0 . 0 9 7 43 8

-0.444 -372 0.034 0.589101 0.11b136
0.239 2.04 0.134 0.609721 0.034904

THE CONTRIBUTION TO R-SQUARED FOR EACH VARIABLE IS THE AMOUNT
BY WHICH R-SQUAREOTM WOUL 0E REDOM EDIF THAT VARIABLE WERE
REMOVED FROM THREGRESSION EQUAT ION.
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Table 16

Statistics for Best Subset for the Best Equation,

Candidate Model Number ((13)), Group 4 71
STATJSTICS FOR 'BEST' SUBSET
SQUARED MULTIPLE CORRELATION 0.99319
MULTIPLE CORREJATION 0.99659
A JUST UARED MULT. CORR. 0.98978
RESIDUAL MEAN SUARE 0.002400
STANOARD ERROR F EST. 0.048991
F-STATISTIC 291.60
NU MRNR OEGREES OF FREEDOM 2
DENOMINATOR DEGREES UF FREEDOM 4
SI~GNIFICANCE 000

VARIArLE REGRESSION STANDARD
NO. NAME COEFFICIENT ERROR

INTERCEPT -L.84625 0.211266
I. XINEW 2.35347 0.0986511
2X2NEW 0.484809 0.0590142

STAND. T- 2TAIL TOL- CONTRI BUT ION

COEF. STAT. SIG. ERANCE TO R-SQUARED
-3.809 -8.50 0.001
y12 14 3. 86 0.000 0.767553 0.969220
0.387 8.22 0.001 0.167553 0.114931

THE CONTRIBUtION TO R-SQUARED FOR EACH VARIABLE IS THE AMOUNTBY WHICH R-SQUAwAEI3 WOULD BE REDUCED IF THAT VARIABLE WERE
REMOVED FROM THE REGRESSION EQUATION.
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